Preface

This year’s International Conference on Discovery Science (DS) was the 16th event in this series. Like in previous years, the conference was co-located with the International Conference on Algorithmic Learning Theory (ALT), which is already in its 24th year. Starting in 2001, ALT/DS is one of the longest-running series of co-located events in computer science. The unique combination of recent advances in the development and analysis of methods for automatic scientific knowledge discovery, machine learning, intelligent data analysis, and their application to knowledge discovery on the one hand, and theoretical and algorithmic advances in machine learning on the other hand makes every instance of this joint event unique and attractive.

This volume contains the papers presented at the 16th International Conference on Discovery Science, while the papers of the 24th International Conference on Algorithmic Learning Theory are published in a companion volume edited by Sanjay Jain, Rémi Munos, Frank Stephan, and Thomas Zeugmann (Springer LNCS Vol. 8139). We had the pleasure of selecting contributions from 52 submissions by 142 authors from 23 countries. Each submission was reviewed by three Program Committee members. The program chairs eventually decided to accept 23 papers, yielding an acceptance rate of slightly less than 45%.

The program also included 3 invited talks and 2 tutorials. In the joint DS/ALT invited talk, Nir Ailon gave a presentation about “Learning and Optimizing with Preferences.” The DS invited talk by Hannu Toivonen was on “Creative Computers and Data Mining.” Finally, DS participants also had the opportunity to attend the ALT invited talk on “Efficient Algorithms for Combinatorial Online Prediction”, which was given by Eiji Takimoto. The two tutorial speakers were Krzysztof Dembczyński (“Multi-Target Prediction”) and Nader H. Bshouty (“Exact Learning from Membership Queries: Some Techniques, Results and New Directions”).

This year, both conferences were held in Singapore, organized by the School of Computing, National University of Singapore (NUS). We are very grateful to the School of Computing at NUS for sponsoring the conferences and providing administrative support. In particular, we thank the local arrangement chair, Lee Wee Sun, and his team, Mark Bartholomeusz and Kee Yong Ngee, as well as all of the other administrative staff at the School of Computing, NUS, for their efforts in organizing the two conferences. We would like to thank the Office of Naval Research Global for the generous financial support provided under ONRG GRANT N62909-13-1-C208.

We would also like to thank all authors of submitted papers, the Program Committee members, and the additional reviewers for their efforts in evaluating the submitted papers, as well as the invited speakers and tutorial presenters. We are grateful to Frank Stephan and Sanjay Jain for their timely answers to many
questions and for ensuring a smooth coordination with ALT, Thomas Zeugmann for his help with the proceedings, Robin Senge for putting up and maintaining our website, and Andrei Voronkov for making EasyChair freely available. Finally, special thanks go to the Discovery Science Steering Committee, in particular to its past and current chairs, Einoshin Suzuki and Akihiro Yamamoto, for entrusting us with the organization of the scientific program of this prestigious conference.
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(Abstracts)
Learning and Optimizing with Preferences*

Nir Ailon

Department of Computer Science
Technion Israel Institute of Technology
Haifa, Israel
nailon@cs.technion.ac.il

Abstract. Preferences and choices are a central source of information generated by humans. They have been studied for centuries in the context of social choice theory, econometric theory, statistics and psychology. At least two Nobel prizes in economics have been awarded for work reasoning about human preferences and choices.

In the last two decades computer scientists have studied preference data, which became available in unprecedented quantities: Each time we click or tap on a search result, a sponsored ad or a product recommendation, we express preference of one alternative from a small set of alternatives. Additionally, many crowdsourcing systems explicitly ask (paid?) experts to solicit preferences or even full rankings of alternative sets.

What are the advantages of preferences compared to other forms of information, and what challenges do they give rise to? I will present important problems and survey results.

Efficient Algorithms for Combinatorial Online Prediction*

Eiji Takimoto

Department of Informatics
Kyushu University
Japan
eiji@inf.kyushu-u.ac.jp

We study online linear optimization problems over combinatorial concept classes $C \subseteq \mathbb{R}^n$ that are defined in some combinatorial ways. Examples of such classes are $s$-$t$ paths in a given graph, spanning trees of a given graph, permutations over a given set, truth assignments for a given CNF formula, set covers of a given subset family, and so on. Typically, those concept classes are finite but contain exponentially many concepts. The problem for a concept class $C$ is described as follows: At each trial $t$, the algorithm chooses a concept $c_t \in C$, the adversary returns a loss vector $\ell_t \in [0,1]^n$, and the algorithm incurs a loss given by $c_t \cdot \ell_t$. The goal of the algorithm is to make the cumulative loss not much larger than that of the best concept in $C$.

One of the major approaches to the problem is to apply Follow the Regularized Leader (FTRL) framework, in which two external procedures projection and decomposition are assumed to be implemented. In other words, for each concept class $C$, we need to design algorithms for the two procedures. In this talk, we give a projection and decomposition algorithms that work efficiently and uniformly for a wide class of concept classes. More precisely, if the convex hull of $C$ is a submodular base polyhedron specified by a submodular function $f$, then the two procedures are computed in polynomial time, assuming that $f$ can be computed in polynomial time.

Another approach is to use an offline algorithm as an oracle to construct an online algorithm. Here, the offline algorithm solves the corresponding offline optimization problem. Follow the perturbed leader (FPL) and the Online Frank-Wolfe (OFW) are of this type. In this talk, we consider a harder but typical case where the offline optimization problem for $C$ is NP-hard, for which none of the FTRL, FPL and OFW work. The FTRL has been generalized so that it works when an offline approximation algorithm is available. However, it is not efficient enough. In this talk, we give a more efficient online algorithm using an offline approximation algorithm which has a guarantee of a certain integrity gap.

* An extended version of this paper can be found in Sanjay Jain, Rémi Munos, Frank Stephan, and Thomas Zeugmann, Proceedings of the 24th International Conference on Algorithmic Learning Theory (ALT-13), Lecture Notes in Computer Science Vol. 8139, Springer-Verlag, 2013.
Abstract. In the field of computational creativity, researchers aim to give computers creative skills, such as those needed in writing poetry or composing music. Obviously, an agent needs to know the field in which it operates. This is where data mining has great potential: making creative agents adaptive to various fields and genres by automatic discovery of relevant information from existing creative artifacts. We give several examples of how verbal creativity can benefit from data mining of existing text corpora.

On the other hand, computational creativity tools allow a whole new approach to data analysis. In this “Affective Data Analysis”, the goal is to turn data into a subjective, esthetic experience by automatic or semiautomatic creation of a novel artifact using the user’s data as inspiration. This is in strong contrast with traditional data analysis methods that emphasize cold facts instead of warm feelings. We illustrate this idea with musicalization of sleep measurements and chat discussions.
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