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Deterministic Extraction from Weak Random Sources
Preface

Roughly speaking, a deterministic extractor is a function that ‘extracts’ almost perfect random bits from a ‘weak random source’ - a distribution that contains some entropy but is far from being truly random. In this book we explicitly construct deterministic extractors and related objects for various types of sources. A basic theme in this book is a methodology of recycling randomness that enables increasing the output length of deterministic extractors to near-optimal length. Our results are as follows.

Deterministic Extractors for Bit-Fixing Sources

An \((n, k)\)-bit-fixing source is a distribution \(X\) over \(\{0,1\}^n\) such that there is a subset of \(k\) variables in \(X_1, \ldots, X_n\) that are uniformly distributed and independent of each other, and the remaining \(n-k\) variables are fixed in advance to some (unknown) constants. We give constructions of deterministic bit-fixing source extractors that extract \((1-o(1))k\) bits whenever \(k > (\log n)^c\) for some universal constant \(c > 0\). Thus, our constructions extract almost all the randomness from bit-fixing sources and work even when \(k\) is small. Our technique gives a general method to transform deterministic bit-fixing source extractors that extract few bits into extractors which extract almost all the bits.

Deterministic Extractors for Affine Sources over Large Fields

An \((n, k)\)-affine source over a finite field \(\mathbb{F}\) is a random variable \(X = (X_1, \ldots, X_n) \in \mathbb{F}^n\), that is uniformly distributed over an (unknown) \(k\)-dimensional affine subspace of \(\mathbb{F}^n\). There has been much interest lately in extractors for affine sources over \(\mathbb{F}_2\). It can be shown that a random function \(D: \{0,1\}^n \mapsto \{0,1\}\) is with high probability an extractor for \((n, k)\)-affine sources over \(\mathbb{F}_2\) whenever \(k \geq 3 \cdot \log n\). The best explicit construction due to Bourgain [10] works when \(k = \delta \cdot n\) for constant \(\delta\).

We focus on the case of a large field, specifically, a field of size \(n^c\) for constant \(c > 0\), i.e., a field size that is polynomially large in the dimension of the space. When working with a field of size larger than \(n^{20}\) we show how to deterministically extract practically all the randomness from an \((n, k)\)-affine source for any \(k \geq 2\).

Extractors and Rank Extractors for Polynomial Sources

We construct explicit deterministic extractors from polynomial sources, namely from distributions sampled by low degree multivariate polynomials over finite fields. This naturally generalizes previous work on extraction from affine sources (which are degree 1 polynomials).

The first step in our construction is a construction of rank extractors, which are polynomial mappings that “extract” the algebraic rank from any system of low-degree polynomials. More precisely, for any \(n\) polynomials, \(k\) of which are algebraically independent, a rank extractor outputs \(k\) algebraically independent polynomials of slightly higher degree.
We then use theorems of Wooley and Bombieri from algebraic geometry, which enable us to extract a constant fraction of the randomness from ‘full rank’ polynomial sources when the field is exponentially large in the degrees of the defining polynomials.

**Increasing the Output Length of Zero-Error Dispersers**  A zero-error disperser for a family of weak random sources is a function that guarantees the output distribution will have full support for any source in the family. We develop a general method of increasing the output length of zero-error dispersers. We use this method to significantly improve previous constructions. More specifically, we obtain zero-error dispersers for 2-independent sources, bit-fixing sources and affine sources over large fields with output length \( \Omega(k) \) where \( k \) is the min-entropy of the source.
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