This year’s International Conference on Discovery Science (DS) was the 17th event in this series. Like in previous years, the conference was co-located with the International Conference on Algorithmic Learning Theory (ALT), which is already in its 25th year. Starting in 2001, ALT/DS is one of the longest-running series of co-located events in computer science. The unique combination of recent advances in the development and analysis of methods for discovering scientific knowledge, coming from machine learning, data mining, and intelligent data analysis, as well as their application in various scientific domains, on the one hand, with the algorithmic advances in machine learning theory, on the other hand, makes every instance of this joint event unique and attractive.

This volume contains the papers presented at the 17th International Conference on Discovery Science, while the papers of the 25th International Conference on Algorithmic Learning Theory are published by Springer in a companion volume (LNCS Vol. 8776). We had the pleasure of selecting contributions from 62 submissions by 178 authors from 22 countries. Each submission was reviewed by at least three Program Committee members. The program chairs eventually decided to accept 30 papers, yielding an acceptance rate of 48%. The program also included three invited talks and two tutorials. In the joint DS/ALT invited talk, Zoubin Ghahramani gave a presentation on “Building an Automated Statistician.” DS participants also had the opportunity to attend the ALT invited talk on “Cellular Tree Classifiers”, which was given by Luc Devroye. The two tutorial speakers were Anuška Ferligoj (“Social Network Analysis”) and Eyke Hüllermeier (“Online Preference Learning and Ranking”).

This year, both conferences were held in Bled, Slovenia, and were organized by the Jožef Stefan Institute (JSI) and the University of Ljubljana. We are very grateful to the Department of Knowledge Technologies (and the project MAESTRA) at JSI for sponsoring the conferences and providing administrative support. In particular, we thank the local arrangement chair, Mili Bauer, and her team, Tina Anžič, Nikola Simidjievski, and Jurica Levatič from JSI for their efforts in organizing the two conferences. We would like to thank the Office of Naval Research Global for the generous financial support provided under ONRG GRANT N62909-14-1-C195.

We would also like to thank all authors of submitted papers, the Program Committee members, and the additional reviewers for their efforts in evaluating the submitted papers, as well as the invited speakers and tutorial presenters. We are grateful to Sandra Zilles, Peter Auer, Alexander Clark and Thomas Zeugmann for ensuring a smooth coordination with ALT, Nikola Simidjievski for putting up and maintaining our website, and Andrei Voronkov for making
EasyChair freely available. Finally, special thanks go to the Discovery Science Steering Committee, in particular to its past and current chairs, Einoshin Suzuki and Akihiro Yamamoto, for entrusting us with the organization of the scientific program of this prestigious conference.
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Abstract. We live in an era of abundant data and there is an increasing need for methods to automate data analysis and statistics. I will describe the “Automated Statistician”, a project which aims to automate the exploratory analysis and modelling of data. Our approach starts by defining a large space of related probabilistic models via a grammar over models, and then uses Bayesian marginal likelihood computations to search over this space for one or a few good models of the data. The aim is to find models which have both good predictive performance, and are somewhat interpretable. Our initial work has focused on the learning of unknown nonparametric regression functions, and on learning models of time series data, both using Gaussian processes. Once a good model has been found, the Automated Statistician generates a natural language summary of the analysis, producing a 10-15 page report with plots and tables describing the analysis. I will discuss challenges such as: how to trade off predictive performance and interpretability, how to translate complex statistical concepts into natural language text that is understandable by a numerate non-statistician, and how to integrate model checking. This is joint work with James Lloyd and David Duvenaud (Cambridge) and Roger Grosse and Josh Tenenbaum (MIT).
Social Network Analysis

Anuška Ferligoj
Faculty of Social Sciences,
University of Ljubljana
anuska.ferligoj@fdv.uni-lj.si

Abstract. Social network analysis has attracted considerable interest from the social and behavioral science communities in recent decades. Much of this interest can be attributed to the focus of social network analysis on relationship among units, and on the patterns of these relationships. Social network analysis is a rapidly expanding and changing field with a broad range of approaches, methods, models and substantive applications. In the talk, special attention will be given to:
1. General introduction to social network analysis:
   – What are social networks?
   – Data collection issues.
   – Basic network concepts: network representation; types of networks; size and density.
   – Walks and paths in networks: length and value of path; the shortest path, k-neighbours; acyclic networks.
   – Connectivity: weakly, strongly and bi-connected components; contraction; extraction.
2. Overview of tasks and corresponding methods:
   – Network/node properties: centrality (degree, closeness, betweenness); hubs and authorities.
   – Cohesion: triads, cliques, cores, islands.
   – Partitioning: blockmodeling (direct and indirect approaches; structural, regular equivalence; generalised blockmodeling); clustering.
   – Statistical models.
3. Software for social network analysis (UCINET, PAJEK, …)

References

Cellular Tree Classifiers

Gérard Biau and Luc Devroye

1 Sorbonne Universités, UPMC Univ Paris 06, France  
2 Institut universitaire de France  
3 McGill University, Canada

Abstract. Suppose that binary classification is done by a tree method in which the leaves of a tree correspond to a partition of d-space. Within a partition, a majority vote is used. Suppose furthermore that this tree must be constructed recursively by implementing just two functions, so that the construction can be carried out in parallel by using “cells”: first of all, given input data, a cell must decide whether it will become a leaf or an internal node in the tree. Secondly, if it decides on an internal node, it must decide how to partition the space linearly. Data are then split into two parts and sent downstream to two new independent cells. We discuss the design and properties of such classifiers.

Online Preference Learning and Ranking*

Eyke Hüllermeier

Department of Computer Science
University of Paderborn, Germany
eyke@upb.de

Abstract. A primary goal of this tutorial is to survey the field of preference learning [7], which has recently emerged as a new branch of machine learning, in its current stage of development. Starting with a systematic overview of different types of preference learning problems, methods to tackle these problems, and metrics for evaluating the performance of preference models induced from data, the presentation will focus on theoretical and algorithmic aspects of ranking problems [6, 8, 10]. In particular, recent approaches to preference-based online learning with bandit algorithms will be covered in some depth [12, 13, 11, 2, 9, 1, 3–5, 14].
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* The full version of this paper can be found in Peter Auer, Alexander Clark, Sandra Zilles, and Thomas Zeugmann, Proceedings of the 25th International Conference on Algorithmic Learning Theory (ALT-14), Lecture Notes in Computer Science Vol. 8776, Springer, 2014.
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