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The considerations forwarded in the present volume suggest that the use of the general “bi-partial” objective function leads to a more effective capacity of solving the problems of cluster analysis in that it implies obtaining both the cluster content and the cluster number, without recurring to an “external” criterion. The method, proposed, embraces also the possibility of designing a relatively simple and intuitive algorithm of sub-optimisation. The same principles can be similarly successfully applied to several other essential problems of data analysis.

As a “by-product” of the developments, related to the paradigm of the bi-partial objective function, several important issues surface in a natural manner and get an interesting interpretation and/or explanation. One of those is the matter of “scale”, crucial for the understanding of the adequacy of partitions in clustering, here intimately associated with the transformation between distance and proximity. Within the bi-partial approach, this “scale” can be made explicit and subject to choice.

Another such “by-product” is constituted by the association with the progressive merger (agglomerative) techniques, classical to clustering, the respective merger rules, minimum distance principle, etc. Here, definitely, the bi-partial approach provides a much deeper insight into the principles and structures involved.

Regarding clustering, the book considers solely the clustering problem proper, so that a lot of related research issues are left untreated, like, the problem of mixture of distributions or the specific problems associated with pattern recognition. On the other hand, the content of this book does not address at all the currently dominating meta-heuristic approaches, applied in clustering, since they refer uniquely to the algorithmic side of finding the solutions to the clustering problem, and all of them have, anyway, to be guided by the more general principles as to what such solutions actually are. And this is exactly what the study here reported deals with.

It should be noted that the book is “technical” in the sense that it occupies a place between computer science type of considerations and those belonging to applied mathematics, emphasis being on practical and effective solving of problems having definite substance matter contents, whose interpretation is of primary importance.
An important reservation ought to be made at this point: \textit{the book is not about yet another objective function for clustering}. It is about an integral approach, in which the proposed form of the general objective function, which can be instantiated for the various concrete perceptions and interpretations of the clustering problem, plays the central role.

Few words are perhaps due, concerning the relation between the content of this book and the so-called soft approaches. The adjective “soft” appears, namely, to be reserved to a definite set of methodologies, so that, for example, in clustering, the classical k-means algorithm is treated as “hard”, when compared to fuzzy c-means (FCM), qualified as “soft”. This is, of course, a false image, since clustering as such should be in many instances considered to be a “soft” approach (unless it is not only treated, but actually applied as just a preliminary stage) to such problems as model identification, facility location, cell formation in flexible manufacturing, information retrieval and many others. For virtually all of these, mathematical programming formulations exist or can relatively easily be developed, possibly accompanied by sensitivity analysis. Hence, a difference between these two ways of approaching the respective problems can easily be established. Even within the data analysis domain, most of clustering approaches (including naturally those based on fuzzy or intuitionistic precepts) should be considered “soft” in the sense that the respective problem and the way to solve it are not very precisely defined, with a wide margin for interpretation of both problem statement and the results obtained.

The content of this report has the following structure: first, notations used in the study are introduced and their context (“problem background”) is explained in Chap. 1. Then, in Chap. 2, the generic problem of cluster analysis is formulated, along with all the consequences thereof, especially the indications of necessary complements, needed to make the problem of clustering practically tractable.

In Chap. 3, the general formulation of the objective function is introduced and justified, along with some basic illustrations and examples. The rationale for and the ways of constructing this objective function are amply illustrated with examples of its concrete implementations, satisfying the prerequisites previously proposed, in Chap. 4 for a number of diverse standard problems in data analysis, but also bordering upon other domains, e.g. operational research. These examples are then complemented in Chap. 5 by some further instances, belonging, however, uniquely to the domain of cluster analysis. This chapter also contains the consideration of other criteria and evaluation functions, used in various problems of data analysis, which are related to the here introduced general two-sided objective function and to derivation of the connections between them. The chapter ends with some remarks and suggestions on the way the clustering methods and results ought to be assessed.

The algorithm, which sub-optimises with respect to the general objective function, is introduced, against the background of the required properties, along with the concrete versions of this algorithm for a spectrum of the exemplary implementations of the objective function, in Chap. 6. It is also shown there that the algorithms obtained for the bi-partial objective function share some of the essential characteristics with the classical hierarchical progressive merger algorithms, described with the well-known Lance–Williams formula. Being in a way similar to
those algorithms, the ones proper for the bi-partial objective function provide for the stop condition, concerning the merger iterations, as well as a natural index of hierarchy.

In Chap. 7, the application is shown of the entire approach and its philosophy, including also the possibility of deriving an effective algorithm, to quite a specific, and partly different case, namely the one of preference (precedence) aggregation. Following the final remarks, forming Chap. 8, and a concise index, the volume ends with a broad bibliography, related, on the one hand, primarily to cluster analysis and the works using or based on explicit formulations of objective functions, and on the other hand—to those other issues in data analysis, where similar principles are observed or at least postulated. A separate list of references is put together, concerning the work of the present author, essentially concerning the bi-partial approach, so as to not make an impression of dominating the references altogether.

The book is meant for data science specialists, who would like to broaden their perspective on the fundamental approaches available, but first of all—on the way many problems are perceived in and thus to find answers to some questions usually either overlooked or solved via cumbersome or not fully convincing manners. It is also meant for graduate students, dealing with computer and data sciences, who might wish to complement their knowledge and skills with a fresh insight into many problems, otherwise treated in some standard “academic” manners.

The Readers, who might be interested in the “historical” roots of the approach here presented, are encouraged to take, perhaps, first a look at the Sect. 5.4.3 of the volume, especially if they are already somewhat knowledgeable in the domain of clustering.
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Jan W. Owsiński
The present book results from the studies, conducted by the author, concerning data analysis, and especially cluster analysis and preference aggregation. The volume contains the general formulation, the properties, the examples and the techniques associated with a general objective function, referred to as “bi-partial” objective function, devised mainly for purposes of effective solving of the clustering problems.

This objective function is based on the principle of simultaneous consideration of two aspects of clustering: the intra-cluster similarity and inter-cluster dissimilarity (or, dually, intra-cluster distance and inter-cluster proximity). This sounds, definitely, very much obviously, and even perhaps bordering upon triviality. Yet, it is shown here how the general principles of construction of such an objective function can be implemented through concrete, practically applicable formulations. Further, it is demonstrated that both the general form of the function and its concrete implementations imply the solutions to the clustering problem in terms of both the number of clusters and their composition. Then, a general algorithm is proposed, leading to the sub-optimal solutions with respect to the objective function, through a special type of classical progressive merger procedure. The properties of this algorithm and the examples of its concrete implementations are also presented.

The key property that is stressed in the methodology here proposed is the adequate representation of the generic problem of cluster analysis. It is shown that most, if not all of the existing approaches fail with this respect, and that is why they usually also fail to propose, within the same approach, a consistent and effective algorithm of finding the solutions to the clustering problem.

It is also shown how the general objective function can be formulated in a relatively easy, but also constructive and effective manner for quite a wide variety of problems in multivariate data analysis (e.g. categorisation, optimum histogram and rule extraction). Likewise, examples are shown of its equivalence to some kinds of quality criteria or indices used also, or at least referred to in various kinds of data
analytic problems. In particular, application of the fundamental principles of con-
struction of the objective function and of the algorithm to the problem of preference
aggregation is presented.

Warsaw, Poland

Jan W. Owsiński
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