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Why Cyber Deception? Cyberattacks have evolved to be highly evasive against traditional prevention and detection techniques, such as antivirus, perimeter firewalls, and intrusion detection systems. At least 360,000 new malicious files were detected every day, and one ransomware attack was reported every 40 s in 2017 (Chap. 10). An estimated 69% of breaches go undetected by victims but are spotted by an external party, and 66% of breaches remained undiscovered for more than 5 months (Chap. 10). Asymmetries between attacker and defender information and resources are often identified as root causes behind many of these alarming statistics. Cybercriminals frequently reconnoiter and probe victim defenses for days or years prior to mounting attacks, whereas defenders may only have minutes or seconds to respond to each newly emerging threat. Defenders seek to protect infrastructures consisting of thousands or millions of assets, whereas attackers can often leak sensitive information or conduct sabotage by penetrating just one critical asset. Finding ways to level these ubiquitous asymmetries has therefore become one of the central challenges of the digital age.

What Is Cyber Deception? Cyber deception has emerged as an effective and complementary defense technique to overcome asymmetry challenges faced by traditional detection and prevention strategies. Approaches in this domain deliberately introduce misinformation or misleading functionality into cyberspace in order to trick adversaries in ways that render attacks ineffective or infeasible. These reciprocal asymmetries pose scalability problems for attackers similar to the ones traditionally faced by defenders, thereby leveling the battlefield.

Cyber Deception Models Cyber deception can be accomplished in two major ways: (1) mutation, to frequently change the ground truth (i.e., the real value) of cyber parameters such as cyber configuration, IP addresses, file names, and URLs, and (2) misrepresentation, to change or corrupt only the value returned of cyber parameters to the attacker without changing the ground truth such as false fingerprinting, files, and decoy services. We therefore call the cyber parameters used
for deceiving the attackers HoneyThings. Using the concept of HoneyThings in both approaches expands the cyber exploration space for adversaries to launch effective attacks.

**Cyber Deception 4D Goals** Effective cyber deception aims to (1) *deflect* adversaries away from their goals by disrupting their progress through the kill chain; (2) *distort* adversaries’ perception of their environment by introducing doubt into the efficacy of their attacks; (3) *deplete* their financial, computing, and cognitive resources to induce biased and error-prone decisions that defenders can influence; and (4) *discover* unknown vulnerabilities and new TTPs (tactics, techniques, and procedures) of adversaries while predicting the tactical and strategical intents of adversaries.

**Book Overview** In light of this vision, this book brings together recent research results pursuant to these goals, in four major parts:

Part I addresses in developing Cyber Deception Reasoning Frameworks and consists of three chapters:

- Chapter 1 presents a framework that uses deep learning and differential privacy techniques to generate deceptive data that is hard to differentiate from real data.
- Chapter 2 presents a framework and a research prototype for intelligent cyber deception agents that can make autonomous decisions on how to counter ongoing attacks and that integrate with active defense tools.
- Chapter 3 studies how honeypot deception can be made more effective when applied with variety and discusses the range of deception tactics that can be considered, such as random error messages, honey files with some convincing real data, and out-of-date vehicle positions.

Part II is about Dynamic Decision-Making for Cyber Deception, and it consists of two chapters:

- Chapter 4 models cyber deception as a hypergame in which attackers and defenders can have different perceptions toward a given situation and carries out case studies to examine how players’ perception (or misperception) affects their decision-making in choosing a best strategy based on hypergame theory.
- Chapter 5 applies a series of game theory models to capture the strategic interactions between attackers and defenders, the multistage persistence, as well as the adversarial and defensive cyber deceptions.

Part III examines new approaches for network-based deception, spanning four chapters:

- Chapter 6 presents a new cyber deception framework that composes mutation, anonymity, and diversity to maximize key deception objectives (i.e., concealability, detectability, and deterrence) while constraining the overall deployment cost.
- Chapter 7 presents a highly dynamic network obfuscation and deception solution that overcomes limitations of existing solutions. Specifically, it mutates and
randomizes multiple aspects of network configurations simultaneously, leveraging network and host-level SDN, state-of-the-art virtualization techniques, and DNS deception.

- Chapter 8 examines how deceptive web service responses can be realized as software security patches that double as feature extraction engines for a network-level intrusion detection system, which can increase detection accuracy and adaptability due to the fast, automatic, and accurate labeling of live web data streams enabled by this approach.

- Chapter 9 presents a technique to contain the risks of compromising buggy IoT devices by creating a protection layer on top of the local network and providing fine-grained control over the communications of individual IoT devices in the network. It uses software-defined networking (SDN) technologies to realize device- and device-group-specific views of the network that reduce the attack surface against vulnerable devices in the network, contain effects of device infections in case of device compromise, and enforce effective measures for blocking unwanted release of contextual data.

Finally, Part IV discussed automated techniques for deceiving malware, consisting of two chapters:

- Chapter 10 presents a new analytics framework and tool that can analyze the malware binary and automatically extract deception parameters in order to enable the automated creation of cyber deception plans.

- Chapter 11 proposes a system for automatically extracting the system resource constraints from malware code and generating HoneyResource (e.g., malware vaccines) based on the system resource conditions.

In each book chapter, theoretical and experimental exercises for researchers and students are presented to deepen the understanding of the deception concepts and techniques presented in this book.

The investigations, discoveries, and experiences reported in these recent results open many potential avenues for future work. We recommend the following research directions:

- **Autonomy and Resiliency**: The high speed and complexity of modern cyberattacks demands cyber deceptions that are highly *autonomous* to be self-adaptive, and *resilient* to survive failures that might reveal deception assets or plans. Methods are needed that can clearly specify both the defender’s mission and the attacker’s mission and that can identify the theoretical foundations, objectives, levels, and risks of automation.

- **Modularity and Interdisciplinarity**: The innovation and deployment of cyber deception requires scientific and engineering foundations that make HoneyThings into plug-and-play commodities that are easy to instantiate, integrate, deploy, adapt, and maintain. Efforts are needed to close the presently large gap between engineering constraints and psychology theory. Mechanisms are also needed for sharing cyber deception data that can be used to study the psychological and cognitive influence of cyber deception on the adversary.
Quantitative Evaluation: To make measurable scientific progress toward effective, deployable, deception-powered cyber defenses, the scientific community must establish accepted metrics and methodologies for evaluating proposed cyber deception techniques, frameworks, and systems. Such evaluations must go beyond mere anecdotal observations of effectiveness to obtain experimental results that are systematic, comprehensive, reproducible, and statistically valid and that afford “apples-to-apples” comparisons of competing research ideas.
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