Preface

Since C.A.R. Hoare’s text Communicating Sequential Processes [60] was published in 1985, his CSP notation has been extensively used for teaching and applying concurrency theory. I published a book [123] on this topic in 1997 entitled “The Theory and Practice of Concurrency”. We will be referring to the latter many times in the present book, and will abbreviate it TPC. Hoare’s book and TPC are now freely available via the web. The present book draws heavily on material from TPC: parts of the text are updated versions of sections of TPC, mainly in Part I, and we will frequently refer to material in it. However, we omit most advanced material from TPC that does not require updating. Chapter 4 and each of Chaps. 8–20 are either mainly or entirely new.

When I started writing this book, I thought of it as a much revised second edition of TPC. That remains true for the first (introductory) part, but for the rest the completed book is perhaps better described as a “sequel”.

Overview and Goals

The aim of this book is to be a comprehensive introduction and reference volume for CSP, providing the material for a number of different courses. It should also be the first point of reference for anyone wanting to use CSP or find out about its theory. It introduces other views of concurrency, using CSP to model and explain these. This book is integrated with, and uses, CSP-based tools and especially FDR to a much greater extent than TPC, and in addition describes how to create new tools based on FDR.

FDR is freely downloadable for all but commercial use. Almost all chapters either explain or illustrate the use of FDR, and there are two chapters (8 and 16) specifically about it.

This book is divided into parts on similar lines to TPC: the first three are, respectively, an introductory course on CSP, a review of the theory of CSP, and some topics on the application of CSP and its tools. Whereas TPC has extensive appendices on
the mathematical background, the CSP\textsubscript{M} language and FDR, the present book has a fourth proper part.

I have become convinced that CSP and FDR are ideal vehicles for understanding and reasoning about a wide variety of concurrent systems, not just those initially described in this language. I and others have written a number of compilers that take programs written in other notations and translate them to CSP for analysis on FDR—and most also take the output of FDR and translate it back to give feedback appropriate to the non-CSP input notation. The fourth part is devoted to this topic, while simultaneously providing an introduction to the other sorts of concurrent systems that we explain in CSP.

Organisation and Features

Part I: An Introduction to CSP

This part is designed to be used for an introductory course on CSP.

It owes much to TPC, though some of the more difficult topics in Part I of TPC have been delayed to later parts, or removed. In their place we have included some hopefully more interesting case studies.

Part II: Theory

The theory of CSP has made considerable advances since 1997 in a number of directions, notably the following:

- Models have been developed [126] that do not need the sometimes controversial \textit{divergence strictness} previously needed in all models that handle infinite behaviours.
- Our understanding of the overall hierarchy of CSP’s semantic models [129, 130] has advanced: new models have been discovered, and we also know that there is no alternative to the weakest few models.
- We now have compositional models [99] for \textit{Discrete Timed CSP}, lying between the informal \textit{tokc}-CSP language from Chap. 14 of TPC and the (continuous) \textit{Timed CSP} of [111, 146]. Importantly, advances [98, 99] have been made in linking all these together.
- Links have been made between operational semantics in a general setting and CSP models [132]: it has thus been proved that one can give a semantics in CSP to a wide variety of languages.
- We now understand [89, 128] what properties can be specified using the (FDR-like) refinement check $F(P) \sqsubseteq G(P)$ for CSP contexts $F$ and $G$.
- Impressive theories, for example [116], have been built on mechanical theorem provers to check the properties of CSP models and semantics.
It is necessary to change much of the structure of the algebraic semantics for CSP presented in TPC if they are to encompass some of the new models now available. The theory of model checking CSP (which is what FDR does) has developed substantially in a number of ways.

In this book we will discuss most of these topics, some in Part II and some in Part III. It would be impossible to give an in-depth presentation of the theory of CSP as it now is, as TPC largely did (with the exception of Timed CSP) in 1997. In the present book we explain some basic concepts in detail and introduce the main ideas behind the advanced theory, referring the reader to the resources provided by TPC and many academic papers. Thus Part II provides the core of a textbook, building on itself by referencing these on-line resources. There are chapters on:

- Operational semantics
- The usual denotational models
- The hierarchy of models where everything is finitely observable
- The hierarchy of models that include infinite observations
- Algebraic semantics

**Part III: Using CSP**

This part covers a number of topics in the application of CSP, and has chapters on:

- Timed modelling and analysis using the “tock-time” model introduced in TCP.
- The discrete modelling and verification of Timed CSP.
- More about FDR: advanced topics in the use of FDR and advanced specification techniques.
- Parameterised verifications and the state explosion problem: we introduce some techniques for coping with the exponential growth in the number of states to explore as we look at instances of networks with more processes, and techniques for proving properties of large classes of network. These include data independence, induction, and buffer tolerance.

**Part IV: Exploring Concurrency**

Here we emphasise the ability of CSP to describe and enable reasoning about parallel systems modelled in other paradigms. There are chapters on:

- Compiling shared variable programs into CSP
- Shared variable concurrency
- Priority and mobile processes

The two chapters on shared variable concurrency introduce a new tool called SVA, created by myself and David Hopkins, as a front end for FDR. We will see that it is highly effective in revealing how shared variable programs behave.
As in TPC I have attempted, in writing Parts III and IV, to rely as little as possible on the theory presented in Part II. Therefore either of these, or various combinations of chapters and sections chosen from them, can be used as the basis of a course on concurrency to follow up Part I.

Target Audience

This book is aimed at everyone who wants to get an in-depth understanding of concurrent systems, and will be essential reading for anyone interested in Hoare’s CSP.

Part I is designed for an audience of undergraduate and Masters’-level graduate computer science students. At Oxford it is used for a second-year undergraduate course, and for both full-time and part-time M.Sc. students.

Part II is designed for people who are familiar with Part I and have fairly theoretical interests. These could be students taking an advanced course based on this material, or researchers interested in the state of the art.

Part III is intended for people who already have some experience in using CSP and FDR in practice, and want to be able to use them better or who are specifically interested in timed systems.

Part IV is designed for people who already understand CSP. They might want to understand other models of concurrent systems in terms of CSP. They might want model shared-variable, mobile or prioritised systems in CSP. Or they might want to write a translator from another language into CSP.

Most of the present book relies on no theoretical background other than a basic knowledge of sets and sequences. Some of Part II relies on a knowledge of basic partial order and metric space theory such as can be obtained by studying Appendix A of TPC. Except in Part II, I have tried to avoid making the reader follow sophisticated mathematical arguments, though this proved unavoidable in parts of Chap. 17.

Whilst I was writing this book, many people asked me to provide many examples of how to program in CSP: design patterns. While this is not the book of case studies that some wanted, I have tried to include enough to keep them happy. The main case studies can be found in Chaps. 4, 8, 9, 14, 15, 17, 18, 19 and 20.

Notes to the Instructor

Chapters 1–6 (with Chap. 7 being optional) provide a comprehensive introductory course on CSP, dipping into Chap. 8 on FDR as required during the course. When deciding whether or not to include Chap. 7, the instructor should bear in mind that Chaps. 18 and 19 (on shared variables) depend heavily on sequential composition.

For an audience already familiar with CSP one could give a theory course based on Part II. Many different courses on the practical uses of CSP and FDR could be based on Chaps. 4, 8 and 14–19 of the present book and Chaps. 12–15 of TPC, and indeed there is probably enough material in Chaps. 18 and 19 on which to base a course on shared variable concurrency.
Teaching Resources

This book has a web-site www.comlab.ox.ac.uk/ucs where you can find links to complete texts of Hoare’s book [60] and TPC and links from which FDR, the ProBE CSP animator, SVA and other CSP-based tools can be down-loaded.

You can also find machine-readable CSP_M versions of almost all the CSP programs in this book and in TPC, as well as overheads covering most of the material in the two books. Additionally there are practical exercises in the use of FDR that those learning this material can use, whether personally or in a course.

Further practicals and solutions to all the exercises in this book can be obtained from the author by academics using this book for teaching.

And Finally . . .

When I started to write this book I assumed that it would include a chapter or two on security. In fact there is very little here on this subject, and that is mainly a summary of material in TCP. This is not because there is no new material on the mixture of CSP and security, but rather the reverse. There is now a book on security protocols via CSP [142] and a lot of additional material that goes well beyond that. It has become too large a subject to be included in a general book about CSP, at least if we want to discuss the state of the art.

While this book is focused on CSP, it covers a very wide variety of concurrent systems including combinatorial, timed, priority-based, mobile, shared variable, statecharts, buffered and asynchronous systems. Furthermore, we see how to translate several other notations into CSP. I hope, therefore, that it justifies its title Understanding Concurrent Systems.

Oxford, UK

June 2010

Bill Roscoe
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