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The 3rd International Workshop on Spoken Dialogue Systems (IWSDS2011) was held at Granada, Spain, 1-3 September 2011, as a satellite event of Interspeech 2011. This annual workshop brings together researchers from all over the world working in the field of spoken dialogue systems. It provides an international forum for the presentation of research and applications, and for lively discussions among researchers as well as industrialists.
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- Speech recognition and semantic analysis.
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- Planning and reasoning capabilities for coordination and conflict description.
- Conflict resolution in complex multi-level decisions.
- Multi-modality such as graphics, gesture and speech for input and output.
- Fusion and information management.
- Learning and adaptability.
- Visual processing and recognition for advanced human-computer interaction.
- Databases and corpora.
- Evaluation strategies and paradigms.
- Prototypes and products.
The workshop programme consists of 35 papers and two invited keynote talks by Prof. Kristiina Jokinen and Prof. Roger K. Moore.

We thank the Scientific Committee members for their efficient contributions and for completing the review process on time.

Moreover, we express our gratitude to the Steering Committee for their guidance and suggestions, and to the Local Committee for their help with the organisational arrangements. In addition, we thank the Organising Committee of IWSD2009 for their support in updating the workshop’s web page, and the Organising Committee of IWSDS2010 for sharing with us their knowledge on local arrangements.

Furthermore, we must mention that this workshop would not have been possible without the support of:

- ACL (Association for Computational Linguistics).
- Dept. of Languages and Computer Systems, University of Granada, Spain.
- ISCA (International Speech Communication Association).
- Korean Society of Speech Scientists.
- SIGDIAL (ACL Special Interest Group on Discourse and Dialogue).
- University of Granada, Spain.

Last, but not least, we thank the authors for their contributions.

We hope all the attendees benefit from the workshop and enjoy their stay in Granada.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFE</td>
<td>Audio Front End</td>
</tr>
<tr>
<td>AIML</td>
<td>Artificial Intelligence Mark-up Language</td>
</tr>
<tr>
<td>ALICE</td>
<td>Artificial Linguistic Internet Computer Entity</td>
</tr>
<tr>
<td>AmI</td>
<td>Ambient Intelligence</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Simple One-Way Analysis of Variance</td>
</tr>
<tr>
<td>AODE</td>
<td>Averaged One-Dependence Estimators</td>
</tr>
<tr>
<td>AOST</td>
<td>Automatic Orthographic Transcriber</td>
</tr>
<tr>
<td>ASR</td>
<td>Automatic Speech Recognition</td>
</tr>
<tr>
<td>AST</td>
<td>Automatic Semantic Transcriber</td>
</tr>
<tr>
<td>AVP</td>
<td>Attribute-Value-Pair</td>
</tr>
<tr>
<td>BAS</td>
<td>Behavioral Approach System</td>
</tr>
<tr>
<td>BC</td>
<td>Back Channel</td>
</tr>
<tr>
<td>BFI-S</td>
<td>Big Five Inventory-Short</td>
</tr>
<tr>
<td>BIS</td>
<td>Behavioral Inhibition System</td>
</tr>
<tr>
<td>CCG</td>
<td>Combinatory Categorial Grammar</td>
</tr>
<tr>
<td>CER</td>
<td>Concept Error Rate</td>
</tr>
<tr>
<td>CM</td>
<td>Correction Model</td>
</tr>
<tr>
<td>CRF</td>
<td>Conditional Random Field</td>
</tr>
<tr>
<td>CV</td>
<td>Consonant-Vowel</td>
</tr>
<tr>
<td>CVC</td>
<td>Consonant-Vowel-Consonant</td>
</tr>
<tr>
<td>DAMSL</td>
<td>Dialog Act Markup in Several Layers</td>
</tr>
<tr>
<td>DCI</td>
<td>Discourse Coherency Indicator</td>
</tr>
<tr>
<td>DD</td>
<td>Decision-Directed</td>
</tr>
<tr>
<td>DM</td>
<td>Dialogue Manager</td>
</tr>
<tr>
<td>DR</td>
<td>Dialogue Register</td>
</tr>
<tr>
<td>EMG</td>
<td>Electromyography</td>
</tr>
<tr>
<td>ERQ</td>
<td>Emotion Regulation Questionnaire</td>
</tr>
<tr>
<td>ERR</td>
<td>Error Reduction Rate</td>
</tr>
<tr>
<td>FLOPS</td>
<td>Floating Point Operations Per Second</td>
</tr>
<tr>
<td>FOD</td>
<td>First-Order Difference</td>
</tr>
<tr>
<td>FSM</td>
<td>Finite State Machine</td>
</tr>
<tr>
<td>Acronyms</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td>GPGPU</td>
<td>General Purpose Graphics Processing Unit</td>
</tr>
<tr>
<td>GRU</td>
<td>Gesture Recognition and Understanding</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HAWIE</td>
<td>Hamburg Wechsler Intelligence Test for Adults</td>
</tr>
<tr>
<td>HCI</td>
<td>Human-Computer Interaction</td>
</tr>
<tr>
<td>HDD</td>
<td>Hard Disk Drive</td>
</tr>
<tr>
<td>HIS</td>
<td>Hidden Information State</td>
</tr>
<tr>
<td>HIT</td>
<td>Human Intelligence Task</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov Model</td>
</tr>
<tr>
<td>HSV</td>
<td>Hue Lightness Saturation Model</td>
</tr>
<tr>
<td>HVSM</td>
<td>Hybrid Vector Space Model</td>
</tr>
<tr>
<td>IBBT</td>
<td>Interdisciplinary institute for BroadBand Technology</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communication Technology</td>
</tr>
<tr>
<td>IE</td>
<td>Information Extraction</td>
</tr>
<tr>
<td>IPA</td>
<td>Intelligent Procedure Assistant</td>
</tr>
<tr>
<td>IPTV</td>
<td>Internet-based Television</td>
</tr>
<tr>
<td>IPU</td>
<td>Inter-Pausal Unit</td>
</tr>
<tr>
<td>IR</td>
<td>Implicit Recovery</td>
</tr>
<tr>
<td>IRS</td>
<td>Information Retrieval Systems</td>
</tr>
<tr>
<td>ISS</td>
<td>International Space Station</td>
</tr>
<tr>
<td>ISTC</td>
<td>Institute of Cognitive Sciences and Technologies</td>
</tr>
<tr>
<td>ITSCJ</td>
<td>Information Technology Standards Commission of Japan</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>ITU-T</td>
<td>Telecommunication Standardization Sector</td>
</tr>
<tr>
<td>IVR</td>
<td>Interactive Voice Response</td>
</tr>
<tr>
<td>JSGF</td>
<td>Java Speech Grammar Format</td>
</tr>
<tr>
<td>KMS</td>
<td>Known-word Mono-Syllable</td>
</tr>
<tr>
<td>KWA</td>
<td>KeyWord Accuracy</td>
</tr>
<tr>
<td>LARRI</td>
<td>Language-based Agent for Retrieval of Repair Information</td>
</tr>
<tr>
<td>LIWC</td>
<td>Linguistic Inquiry and Word Count</td>
</tr>
<tr>
<td>LP</td>
<td>Linear Prediction</td>
</tr>
<tr>
<td>LRT</td>
<td>Likelihood Ratio Test</td>
</tr>
<tr>
<td>LVCSR</td>
<td>Large Vocabulary Continuous Speech Recognition</td>
</tr>
<tr>
<td>MARY</td>
<td>Modular Architecture for Research on speech Synthesis</td>
</tr>
<tr>
<td>MC</td>
<td>Motor Control</td>
</tr>
<tr>
<td>MDL</td>
<td>Minimum Description Length</td>
</tr>
<tr>
<td>MDP</td>
<td>Markov Decision Process</td>
</tr>
<tr>
<td>MEP</td>
<td>Maximum Entropy Probability</td>
</tr>
<tr>
<td>MFCC</td>
<td>Mel-Frequency Cepstral Coefficients</td>
</tr>
<tr>
<td>MILM</td>
<td>Multimodal Interaction Markup Language</td>
</tr>
<tr>
<td>MMG</td>
<td>Multi Motive Grid</td>
</tr>
<tr>
<td>MMI</td>
<td>MultiModal Interaction</td>
</tr>
<tr>
<td>MOS</td>
<td>Mean Opinion Score</td>
</tr>
<tr>
<td>MRA</td>
<td>Multiple Regression Analysis</td>
</tr>
<tr>
<td>MRDA</td>
<td>Meeting Recorder Dialog Act</td>
</tr>
</tbody>
</table>
MRR  Mean Reciprocal Rank
MRT  Multiple Resource Theory
MSE  Mean Square Error
MT  Machine Translation
MTurk  Amazon Mechanical Turk
MVC  Model View Controller
MVSM  Multiple Vector Space Model
NLG  Natural Language Generation
NLU  Natural Language Understanding
NPC  Non Player Character
NVBP  Non-verbal Behavior Planning
ODB  Object-oriented DataBase
ODP  Ontology-based Dialogue Platform
OOG  Out-Of-Grammar
OOV  Out-Of-Vocabulary
OWL  Web Ontology Language
PDL  Partially Observable Markov Decision Process
POS  Part-Of-Speech
PSAT  Probabilistic Satisfiability
PSTN  Public Switched Telephone Network
RDB  Relational DataBase
RDF  Resource Description Framework
RL  Reinforcement Learning
ROC  Receiver Operating Characteristic
SAT  Satisfiability
SDC  Spoken Dialog Challenge
SDM  Spoken Dialogue Manager
SDS  Spoken Dialogue System
SEA-scale  Subjektiv Erlebte Anstrengung (Subjectively Perceived Effort) Scale
SEM  Stochastic Expectation-Maximization (algorithm)
SIMD  Single Instruction, Multiple Data
SLDS  Spoken Language Dialogue System
SLU  Spoken Language Understanding
SNR  Signal-to-Noise Ratio
SR  Sentence Recognition
SRGS  Speech Recognition Grammar Specification
SSE  Streaming SIMD Extension
SSS  Successive State Splitting
STRAIGHT  Speech Transformation and Representation using Adaptive Interpolation of weiGHTed spectrogram
SU  Sentence Understanding
SVM  Support Vector Machine
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVSM</td>
<td>Single Vector Space Model</td>
</tr>
<tr>
<td>S.ERR</td>
<td>Sentence Error Rate</td>
</tr>
<tr>
<td>TALK</td>
<td>Tools for Ambient Linguistic Knowledge</td>
</tr>
<tr>
<td>TC</td>
<td>Task Completion</td>
</tr>
<tr>
<td>TTS</td>
<td>Text-To-Speech (synthesis)</td>
</tr>
<tr>
<td>UAH</td>
<td>Universidad al Habla (University on the Line)</td>
</tr>
<tr>
<td>URBI</td>
<td>Universal Robot Body Interface</td>
</tr>
<tr>
<td>UMS</td>
<td>Unknown-word Mono-Syllable</td>
</tr>
<tr>
<td>UW</td>
<td>Unknown Word</td>
</tr>
<tr>
<td>VAD</td>
<td>Voice Activity Detection</td>
</tr>
<tr>
<td>VoiceXML</td>
<td>Voice Extensible Markup Language</td>
</tr>
<tr>
<td>VOP</td>
<td>Voice Onset Point</td>
</tr>
<tr>
<td>VSM</td>
<td>Vector Space Model</td>
</tr>
<tr>
<td>VUB</td>
<td>Free University of Brussels</td>
</tr>
<tr>
<td>VXML</td>
<td>VoiceXML</td>
</tr>
<tr>
<td>WA</td>
<td>Word Accuracy</td>
</tr>
<tr>
<td>WER</td>
<td>Word Error Rate</td>
</tr>
<tr>
<td>WFST</td>
<td>Weighted Finite State Transducer</td>
</tr>
<tr>
<td>WoZ</td>
<td>Wizard-of-Oz</td>
</tr>
<tr>
<td>ZODB</td>
<td>Zope Object-oriented DataBase</td>
</tr>
</tbody>
</table>