Springer Complexity

Springer Complexity is an interdisciplinary program publishing the best research and academic-level teaching on both fundamental and applied aspects of complex systems – cutting across all traditional disciplines of the natural and life sciences, engineering, economics, medicine, neuroscience, social and computer science.

Complex Systems are systems that comprise many interacting parts with the ability to generate a new quality of macroscopic collective behavior the manifestations of which are the spontaneous formation of distinctive temporal, spatial or functional structures. Models of such systems can be successfully mapped onto quite diverse “real-life” situations like the climate, the coherent emission of light from lasers, chemical reaction-diffusion systems, biological cellular networks, the dynamics of stock markets and of the internet, earthquake statistics and prediction, freeway traffic, the human brain, or the formation of opinions in social systems, to name just some of the popular applications.

Although their scope and methodologies overlap somewhat, one can distinguish the following main concepts and tools: self-organization, nonlinear dynamics, synergetics, turbulence, dynamical systems, catastrophes, instabilities, stochastic processes, chaos, graphs and networks, cellular automata, adaptive systems, genetic algorithms and computational intelligence.

The two major book publication platforms of the Springer Complexity program are the monograph series “Understanding Complex Systems” focusing on the various applications of complexity, and the “Springer Series in Synergetics”, which is devoted to the quantitative theoretical and methodological foundations. In addition to the books in these two core series, the program also incorporates individual titles ranging from textbooks to major reference works.

Editorial and Programme Advisory Board

Péter Érdi
Center for Complex Systems Studies, Kalamazoo College, USA
and Hungarian Academy of Sciences, Budapest, Hungary

Karl Friston

Hermann Haken
Center of Synergetics, University of Stuttgart, Stuttgart, Germany

Janusz Kacprzyk
System Research, Polish Academy of Sciences, Warsaw, Poland

Scott Kelso
Center for Complex Systems and Brain Sciences, Florida Atlantic University, Boca Raton, USA

Jürgen Kurths
Nonlinear Dynamics Group, University of Potsdam, Potsdam, Germany

Linda Reichl
Department of Physics, Prigogine Center for Statistical Mechanics, University of Texas, Austin, USA

Peter Schuster
Theoretical Chemistry and Structural Biology, University of Vienna, Vienna, Austria

Frank Schweitzer
System Design, ETH Zürich, Zürich, Switzerland

Didier Sornette
Entrepreneurial Risk, ETH Zürich, Zürich, Switzerland
Future scientific and technological developments in many fields will necessarily depend upon coming to grips with complex systems. Such systems are complex in both their composition – typically many different kinds of components interacting simultaneously and nonlinearly with each other and their environments on multiple levels – and in the rich diversity of behavior of which they are capable.

The Springer Series in Understanding Complex Systems series (UCS) promotes new strategies and paradigms for understanding and realizing applications of complex systems research in a wide variety of fields and endeavors. UCS is explicitly transdisciplinary. It has three main goals: First, to elaborate the concepts, methods and tools of complex systems at all levels of description and in all scientific fields, especially newly emerging areas within the life, social, behavioral, economic, neuro- and cognitive sciences (and derivatives thereof); second, to encourage novel applications of these ideas in various fields of engineering and computation such as robotics, nano-technology and informatics; third, to provide a single forum within which commonalities and differences in the workings of complex systems may be discerned, hence leading to deeper insight and understanding.

UCS will publish monographs, lecture notes and selected edited contributions aimed at communicating new findings to a large multidisciplinary audience.
Lectures in Supercomputational Neuroscience

Dynamics in Complex Brain Networks

With 179 Figures and 18 Tables
Dr. Peter beim Graben  
University of Reading  
School of Psychology and Clinical Language Sciences  
Whiteknights, PO Box 217  
Reading RG6 6AH  
United Kingdom

Prof. Dr. Changsong Zhou  
Hong Kong Baptist University  
Department of Physics  
224 Waterloo Road  
Kowloon Tong, Hong Kong  
China

Dr. Marco Thiel  
University of Aberdeen  
School of Engineering and Physical Sciences  
Aberdeen AB24 3UE  
United Kingdom

Prof. Dr. Jürgen Kurths  
Universität Potsdam  
Institut für Physik  
LS Theoretische Physik  
Am Neuen Palais 10  
14469 Potsdam, Germany

Library of Congress Control Number: 2007932774

ISSN 1860-0832  

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965, in its current version, and permission for use must always be obtained from Springer. Violations are liable for prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media  
springer.com  
© Springer-Verlag Berlin Heidelberg 2008

The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply, even in the absence of a specific statement, that such names are exempt from the relevant protective laws and regulations and therefore free for general use.

Typesetting: by the author and Integra, India using a Springer LaTeX macro package  
Cover design: WMX Design, Heidelberg

Printed on acid-free paper  
SPIN: 12066483  
5 4 3 2 1 0
Preface

Computational neuroscience has become a very active field of research in the last decades. Improved experimental facilities, new mathematical techniques and especially the exponential increase of computational power have lead to stunning new insights into the functioning of the brain. Scientists begin to endeavor simulating the brain from the bottom level of single neurons to the top-level of cognitive behavior. The “Blue Brain Project” (http://bluebrainproject.epfl.ch/) for example, is a hallmark for this approach.

Many scientists are attracted to this highly interdisciplinary field of research, in which only the combined efforts of neuroscientists, biologists, psychologists, physicists and mathematicians, computer scientists, engineers and other specialists, e.g. from anthropology, linguistics, or medicine, seem to be able to shift the limits of our knowledge. However, one of the most common problems of interdisciplinary work is to find a “common language”, i.e., an effective way to discuss problems with colleagues with a different scientific background. Therefore, an introduction into this field has to familiarize the reader with aspects from various relevant fields in an intelligible way.

This book is an introduction to the field of computational neuroscience from a physicist’s perspective, regarded as neurophysics, with in depth contributions of systems neuroscientists. It is based upon the lectures delivered during the 5th Helmholtz Summer School on Supercomputational Physics:

“Complex Networks in Brain Dynamics”

held in September 2005 at the University of Potsdam.

The book-title Lectures in Supercomputational Neuroscience: Dynamics in Complex Brain Networks is motivated by the methods and outcomes of the Summer School: A conceptual model for complex networks of neurons is introduced, which incorporates many important features of the “real” brain, such as different types of neurons, various brain areas, inhibitory and excitatory coupling and plasticity of the network. The model is then implemented in an MPI (message-passing interface)-based parallel computer code, running
at appropriate supercomputers, that is introduced and discussed in detail in this book. But beyond the mere presentation of the C-program, the text will enable the reader to modify and adapt the algorithm for his/her own research.

The first part of the book (Neurophysiology) gives an introduction to the physiology of the brain on different levels, ranging from the rather large areas of the brain down to individual neurons. Various models for individual neurons are discussed as well as models for the “communication” among these neuronal oscillators. An outlook on cognition and learning is also given in this first part.

The second part (Complex Networks) outlines the dynamics of ensembles of neurons forming different types of networks. Recently developed new approaches based on complex networks with special emphasis on the relationships between structure and function of complex systems are presented. The topology of such a network, i.e., how the neurons are coupled, plays an important role for the behavior of the ensemble. Even though the network of the $10^{10}$ neurons in a human brain is much too complex to be modeled with our present knowledge, the conceptual models presented here are a promising starting point and allow gaining insight into the principles of complex networks in brain dynamics. This part covers all aspects from the basics of networks, their topology and how to quantify them, to the structure and function of complex cortical networks up to collective behavior of large networks such as clustered synchronization. New techniques for the analysis of data of complex networks are also introduced. They allow not only to study large populations of neurons but also to study (neural) oscillators with more than one time scale, e.g. spiking and bursting neurons.

The third part (Cognition and Higher Perception) presents results about how structural units of the brain (columns) can be described and how networks of neurons can be used to model cognition and perception as measured by the electroencephalogram. It is shown how networks of simple neuronal models can be used to model, e.g., reaction times from psychological experiments.

The forth part (Implementations) discusses the implementation of a model of a network of networks of neurons in an MPI-based C-code. The code is modular in the sense that the model(s) for the neurons, the topology of the network, the coupling and many further parameters can easily be changed and adapted. The main point is to outline how in principle many different features can be implemented in a computer code, rather than presenting a cutting-edge algorithm. The computer code is available for download (http://www.agnld.uni-potsdam.de). In this part we also discuss that computational neuroscience is not simply about parallelizing normal computer code. A very important component of it is the implementation of specially adapted algorithms. An example of such a computer code will be given in this chapter.

In the fifth and final part (Applications), three groups of students of the Summer School, discuss the results they obtained running the code on
supercomputers. After studying the parameter space for large networks of Morris-Lecar neurons, they use a map of cortical connections from a cat’s brain, which was obtained based on experimental studies. In their simulations they consider multiple spatio-temporal scales and study the patterns for synchronized firing of neurons in different brain areas. Results of simulations for different network topologies and neuronal models are also summarized here. These chapters will be helpful to those who are planning to apply the parallel code for their own research, as they give a very practical account of how to actually perform simulations. They point at crucial problems and show how to overcome pitfalls when simulating based on the MPI code.

We hope that this book will help graduate students and researchers to access the field of computational neuroscience and to develop and improve high-end, parallel computer codes for the simulation of large networks of neurons.

Last, but not least, we wish to thank all lecturers and the coordinators of the 5th Helmholtz Summer School on Supercomputational Physics; Ma-men Romano, Lucia Zemanová, and Gorka Zamora-López for their assistance; the Land Brandenburg for main funding, EU, NoE, and EU-Network BioSim (contract No. LSHB–CT–2004–005137) for further support; the University of Potsdam for making access to its supercomputer cluster available and also for logistics. Finally, we thank James Ong for his careful proof-reading of the complete book.
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