Preface

The theory and practice of Multiple Classifier Systems (MCS) and related methods address the issues surrounding the optimality of decision-making in a multiple classifier framework. What contributes to the fascination of this field is that solutions have been developed by many diverse research communities, including machine learning, neural networks, pattern recognition, and statistics. The aim of the series of workshops on MCS is to create a common international forum for researchers of the diverse communities working in the field. The common thread running through the different approaches is the exploitation of methods involving several classifiers to obtain a better estimate of the optimal decision rule than can be obtained by trying to optimize the design of a single classifier.


This volume presents 40 papers selected by the scientific committee and organized into seven thematic sessions dealing with boosting, combination rules, multi-class methods, fusion schemes and architectures, neural network ensembles, ensemble strategies, and applications. The workshop program was enriched by invited talks from Jerry Friedman (Stanford University, USA) and Mohamed Kamel (University of Waterloo, Canada), the latter’s paper appearing as the first in this volume.

The workshop was sponsored by the University of Surrey, UK and the University of Cagliari, Italy and was cosponsored by the International Association for Pattern Recognition through its Technical Committee TC1: Statistical Pattern Recognition Techniques. We also wish to express our gratitude to all those who helped to organize MCS 2003. First of all our thanks are due to the members of the Scientific Committee who selected the best papers from a large number of submissions to create excellent technical content. Special thanks are due to the members of the Organizing Committee, Josef Kittler, Rachel Gartshore, Giorgio Fumera and Giorgio Giacinto, for their indispensable contributions to local organization and Web site management.
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