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Preface

This book contains selected papers from the ONR Workshop on Parallel Algorithm Design and Program Transformation that took place at New York University, Courant Institute, from Aug. 30 to Sept. 1, 1991. The aim of the workshop was to bring together computer scientists in transformational programming and parallel algorithm design in order to encourage a sharing of ideas that might benefit both communities. It was hoped that exposure to algorithm design methods developed within the algorithm community would stimulate progress in software development for parallel architectures within the transformational community. It was also hoped that exposure to syntax directed methods and pragmatic programming concerns developed within the transformational community would encourage more realistic theoretical models of parallel architectures and more systematic and algebraic approaches to parallel algorithm design within the algorithm community.

The workshop Organizers were Robert Paige, John Reif, and Ralph Wachter. The workshop was sponsored by the Office of Naval Research under grant number N00014-90-J-1421. There were 44 attendees, 28 presentations, and 5 system demonstrations. All attendees were invited to submit a paper for publication in the book. Each submitted paper was refereed by participants from the Workshop. The final decision on publication was made by the editors.

There were several motivations for holding the workshop and for publishing papers contributed by its participants. Transformational programming and parallel computation are two emerging fields that may ultimately depend on each other for success. Perhaps, because ad hoc programming on sequential machines is so straightforward, sequential programming methodology has had little impact outside the academic community, and transformational methodology has had little impact at all. However, because ad hoc programming for parallel machines is so hard, and because progress in software construction has lagged behind architectural advances for such machines, there is a much greater need to develop parallel programming and transformational methodologies. This book seeks to stimulate investigation of formal ways to overcome problems of parallel computation - with respect to both software development and algorithm design. It represents perspectives from two different communities - transformational programming and parallel algorithm design - to discuss programming, transformational, and compiler methodologies for parallel architectures, and algorithmic paradigms, techniques, and tools for parallel machine models.
Computer Science is a young field with many distinct areas. Some of these areas overlap in their aims, differ distinctly in their approaches, and only rarely have constituents in common. Throughout the workshop the two (mostly nonoverlapping) communities in algorithms and in transformations reached for understanding, but also argued tenaciously in a way that reflected misunderstanding. It is not clear whether a bridge was formed between algorithms people and their counterparts in programming science. But the editors are optimistic. The chapters of this book sometimes show evidence of entrenchment, but they also reveal a synthesis of thinking from two different perspectives.

Certainly, there must be differences in the activities of researchers in algorithm design and program development, because these areas have different goals. In some respects the chapters of Rajasekaran and Reif, and also Langston are prototypical algorithms papers. Their goal is to compute a mathematical function. Their approach is to form this function by composition, parameter substitution, and iteration from other functions that are either already known to be computable within some time bound, or are shown in the paper to be computable within some bound. The functions being manipulated by algorithm designers are often thought not to be conveniently rendered with formal notation. For example, there may not be a single algorithm paper that makes explicit use of a higher order function (as we see in Pepper's chapter), and yet algorithms are invented every day in the algorithms community that are more complicated than any program conceived by researchers in functional programming. Because the algorithms community does not normally feel responsible for implementations, formal notation (which is so important when communicating with a machine) can be dispensed with. One cannot expect this approach to yield a reasonable program easily, but it may stimulate interest in producing such a program.

In the first four chapters, the transformational programming community is represented. The aim of this community is to make contributions to the science of programming. Particular concerns are with how to specify perspicuous mathematical programs, how to map these programs by meaning-preserving source transformations into efficient implementations, how to analyze the resource utilization of these implementations, and how to prove the specification, the transformations, and the implementation correct. Formal reasoning using notation systems is used so that programs can be manipulated systematically using calculi, and especially calculi that admit to computer mechanization. The approach in the transformational programming community is also genetic or top-down in the sense that the design, analysis, and correctness proof are integrated and developed together (as opposed to the classical verification approach). The stress on a correct implementation makes formalism and notation necessary - machines require precision and don't usually self-correct.
There are also common themes expressed among these chapters. Certainly, each contributor shows concern for practical results, and for theories rich in applications. The transformational chapters describe common goals for further mechanization of the transformational methodology, for transformations that capture algorithm design principles, and for transformational systems to be powerful and convenient enough to facilitate the simultaneous design of new algorithms and the development of their implementations. Within the two algorithm chapters we see an interest in notations for specifying algorithm schema and for the use of standard set theoretic notations for communicating problem specifications. Both communities strive for improvement at the meta-level. The stress on algorithm design principles within the algorithm community corresponds closely to the emphasis on transformational methodology within the transformational community. Consequently, the best solution is not the one most specialized to the particular problem, but one that is general enough to provide new meta-level thinking that might help solve other related problems.

Peter Pepper's provocative opening chapter argues sharply in favor of a transformational perspective for building provably correct parallel programs "by construction" on a realistic parallel architecture - namely the SFMD (single function instead of single instruction, multiple data, distributed memory). Based on practical considerations, he assumes that the data vastly exceeds the number of processors. Consequently, the problem of data distribution is the crucial part of program development. His 'deductive' approach is eclectic in the sense that some backwards reasoning in the style of formal verification is admitted. This approach begins with a high level functional sequential specification that is transformed into an equivalent high level parallel form. The use of infinite stream processing and other generic transformations (justified by associative and distributive laws) are used to implement the parallel specification efficiently. The method is illustrated with well selected examples (such as the fundamental prefix sum problem, and the more elusive problem of context free language recognition) that have also stimulated the algorithms community.

In Pepper's approach, the meta-level reasoning to produce datatype theories that support transformations and the reasoning behind the selection of these transformations are placed within a programming methodology (i.e., is part of a manual process) that utilizes the Bird-Meertens formalism. Pepper envisions an interactive system that supports the deductive approach in order to produce a specification at a low enough level of abstraction to be compiled by an automatic system (such as the one proposed by Gerasoulis and Yang) into efficient nets of communicating processes.

Doug Smith's chapter, which is methodologically similar to Pepper's, makes Pepper's proposal more credible by illustrating formal transformational
derivations using KIDS, a working transformational programming system. Taking the derivation of Batcher’s even-odd sort as an extended case study, Smith provides compelling examples of meta-level reasoning in the formation and manipulation of theories used to derive transformations. These theories are both specific to the domain of sorting, and generic in the way they capture the algorithmic principle of divide and conquer. Although meta-level reasoning is only partially implemented in KIDS, it is intriguing to consider the possibilities of a transformational system, which like LCF, has theories as objects.

Helmut Partsch addresses another important pragmatic concern - the reuse and portability of derivations to different parallel architectures. Like the previous two authors Partsch starts out with a functional specification. However, Partsch’s method seeks to transform this specification into a lower level functional form defined in terms of a parameterized abstract parallel machine whose primitives are higher order library functions (called skeletons by Darlington et al. at Imperial College) that can be mechanically turned into implementations on a variety of specific parallel architectures. Partsch illustrates his methodology with a derivation of a parallel implementation of the Cocke, Kasami, Younger nodal span parser, which is precisely the kind of problem likely to catch the attention of the algorithms community. Parallel parsing is one of the big open algorithmic problems, and the so-called nodal span methods seem to offer greater opportunities for parallelism than other more popular sequential methods.

The chapter of Alberto Pettorossi, Enrico Pietropoli and Maurizio Proietti combines the interests of both the transformational and algorithm community by using program and transformation schemata and formal complexity analysis to prove optimality of their transformations. They investigate the difficult problem of directly implementing program schema containing first order nonlinear recursion on a synchronous parallel machine. The idea is to avoid (or at least bound) redundant computation of function calls and of subexpressions in general. The so-called tupling strategy (a generalization of the well known method of pairing in logic) of Burstall, Darlington, and Pettorossi is one of the main techniques. This results in what Gerasoulis and Yang call coarse-grain parallelism. Their Theorem 2 for general recursive programs proves that their rewriting scheme supports greater parallelism than the one described in Manna’s book of 1974. The technical theorems in section 5 prove the correctness of an optimal parallel translation (the Eureka procedure) for a more particular recursive program scheme (which still represents a large class of functions). This scheme explains the earlier work of Norman Cohen in a more general setting, and also yields more efficient parallel implementations than does Cohen’s transformations.

The transformational community is concerned with mechanical support for a largely intuitive and manual process of designing and applying
transformations to obtain the highest level of program specifications that can be usefully compiled automatically into an executable form. The corresponding goal of the compiler community is to elevate the abstract level at which programs can be effectively translated into efficient executable forms. Thus, the results of the compiler community improve the fully automatic back-end of the full program development process envisioned by transformational researchers.

The chapter by Gerasoulis and Yang, which shows how to statically schedule (i.e., compile) partially ordered tasks in parallel, fits well into the current book. These authors are concerned with the problems of recognizing parallelism, partitioning the data and the program among processors, and scheduling and coordinating tasks within a distributed memory architecture with an asynchronous message passing paradigm for communication. Like so many important scheduling problems, these problems are NP-hard, so heuristic solutions are needed. The heuristics, which take communication complexity into account, favor coarse grain parallelism. The scheduling methods are illustrated with the problem of Gaussian Elimination. The authors give experimental results obtained using their PYRROS system.

The final two chapters are contributions from the algorithm design community. Both papers are unusual in being motivated by pragmatic concerns. Rajasekaran and Reif illustrate how randomization can make algorithms simpler (and hence simpler to implement) and faster using parallel algorithms derived for selection and sorting. They make use of notation to describe parameterized program schemas, where the choice of parameters is based on solutions to recurrences analyzing divide and conquer strategies. The notation is informative and enhances readability, but is not essential to the paper. The authors' methods are generally applicable to various parallel architectures, and not limited to PRAM models.

Langston surveys his own recent algorithms for merging, sorting, and selection in optimal SPACE as well as time per processor. These basic solutions are then used to provide optimal space/time solutions to set operations. The weaker but also more realistic PRAM model known as EREW (exclusive read, exclusive write) is used. Langston considers communication complexity, where a constant amount of space per processor implies optimal communication complexity. Langston also reports how an implementation of his merging algorithm on a Sequent Symmetry machine with 6 processors is faster than a sequential implementation even with small input instances.

During the workshop Donald Johnson asked whether transformational calculi can make the teaching of algorithms easier. Can language abstraction and formal transformational derivation help explain difficult algorithms?
Rajasekaran and Reif show how even a modest use of notation can improve readability considerably. In responding to Johnson's question at the workshop, Doug Smith thought that the overhead required to teach transformational methodology might be too costly for use in a traditional algorithm course. Chee Yap questioned whether pictures might be more useful than notation and algebraic manipulation for explaining some complicated algorithms in computational geometry. Johnson also raised the big question in many of our minds whether a transformational methodology or its implementation in a system such as KIDS could help in the discovery of an as-yet unknown algorithm? Smith reported that new algorithms have been discovered using KIDS, although KIDS is not primarily used for that purpose. Pepper seems to confront this issue with his parsing example. Pettorossi uses the compiler paradigm to obtain new results with program schemata in another attempt. However, these questions remain open.

The primary audience for this book includes graduate students and researchers in parallel programming and transformational methodology. Each chapter contains a few initial sections in the style of a first year graduate text-book with lots of illustrative examples. It could be used for a graduate seminar course or as a reference book for a course in (1) Software Engineering, (2) Parallel Programming, or (3) Formal Methods in Program Development.

Bob Paige, New York University
John Reif, Duke University
Ralph Wachter, Office of Naval Research