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Preface

This book grew out of a two day workshop that was held in May 2005 and was funded by the U.S. Defense Advanced Projects Research Agency (DARPA) and the U.S. National Science Foundation (NSF). The express purpose of this workshop was to gather together key contributors to the field of active sensing and sensor management to discuss the state-of-the-art in research, the main mathematical approaches to design and performance approximation, the problems solved and the problems remaining. At the end of the workshop the participants had generated an outline and agreed on writing assignments.

The intended audience for this book are graduate students, engineers and scientists in the fields of signal processing, control, and applied mathematics. Readers would benefit from a rudimentary background in statistical signal processing or stochastic control but the book is largely self contained. Appendices cover background material in information theory, Markov processes, and stopping times. A symbol index and a subject index are also included to facilitate the reader’s navigation through the book.

Thus the book lies somewhere between a coherent textbook and a loose collection of papers typical of many recent edited collections on emerging topics in engineering. Like an edited collection, the chapters were written by some of the principal architects of recent advances in sensor management and active sensing. However, authors and editors attempted to adopt a common notation, cross reference other chapters, provide index terms, and adhere to an outline established at the NSF workshop. We hope the reader will find that the book has benefited from this extra planning and coordination.

Alfred Hero, David Castañoñ, Douglas Cochran, and Keith Kastella

Ann Arbor, Boston, Tempe, Ypsilanti
July 2007
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General notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{R}$</td>
<td>the real line</td>
</tr>
<tr>
<td>$\mathbb{R}^2$</td>
<td>the real plane</td>
</tr>
<tr>
<td>$\mathbf{x}$</td>
<td>bold lowercase letter denotes a vector as in $\mathbf{x} = [x_1, \ldots, x_2]$</td>
</tr>
<tr>
<td>$s$</td>
<td>complex variable, a vector $\Re(s) + j\Im(s)$ in the complex plane</td>
</tr>
<tr>
<td>$s^*$</td>
<td>complex conjugate $\Re(s) - j\Im(s)$ of complex variable $s$</td>
</tr>
<tr>
<td>$\mathbf{J}$</td>
<td>bold uppercase letter near beginning of alphabet denotes a matrix</td>
</tr>
<tr>
<td>$\mathbf{I}$</td>
<td>the identity matrix</td>
</tr>
<tr>
<td>$\mathbf{\tau}$</td>
<td>vector or matrix transpose as in $\mathbf{x}^\top$</td>
</tr>
<tr>
<td>$\mathbf{H}$</td>
<td>Hermitian transpose of a complex vector or matrix, $\mathbf{x}^H = (\mathbf{x}^*)^\top$</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>permutation operator as in $\Pi([x_1, \ldots, x_M]) = [x_M, \ldots, x_1]$</td>
</tr>
<tr>
<td>$\langle \mathbf{x}, \mathbf{y} \rangle$</td>
<td>inner product between two vectors $\mathbf{x}$ and $\mathbf{y}$ in $\mathbb{R}^d$</td>
</tr>
<tr>
<td>$|\mathbf{x}|$</td>
<td>norm of a vector</td>
</tr>
<tr>
<td>$</td>
<td>\mathbf{x}</td>
</tr>
<tr>
<td>$</td>
<td>S</td>
</tr>
<tr>
<td>$I_A(x)$</td>
<td>indicator function of set $A$</td>
</tr>
</tbody>
</table>

Statistical notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>uppercase letter near end of alphabet usually denotes a random variable</td>
</tr>
<tr>
<td>$y$</td>
<td>lowercase letter near end of alphabet usually denotes a realization</td>
</tr>
<tr>
<td>$\mathbf{Y}$</td>
<td>bold uppercase letter usually denotes a random vector</td>
</tr>
<tr>
<td>$\mathbb{E}$</td>
<td>statistical expectation as in $\mathbb{E}[\mathbf{Y}\mathbf{Y}^\top]$</td>
</tr>
<tr>
<td>$\mathbb{P}$</td>
<td>probability measure as in $\mathbb{P}(X \in [0, 1])$</td>
</tr>
<tr>
<td>$p_X$</td>
<td>probability density or probability mass function of random variable $X$</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>shorthand for $p_X(x)$</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>information divergence as in $\alpha$-divergence $\mathcal{D}_\alpha(p_X</td>
</tr>
<tr>
<td>$\mathbf{J}$</td>
<td>Fisher information matrix</td>
</tr>
</tbody>
</table>
\( \pi_k \) belief state (information state)
\( \pi \) the belief state space, a space of density functions \( \pi \)
\( P_d, P_f \) probability of detection, probability of false alarm
\( P_e \) Bayes probability of error

**Scheduling notation**

\( a \) a sensor action
\( \mathcal{A} \) the space of sensor actions \( a \)
\( Y_k \) measured sensor output at time \( k \)
\( \mathbf{Y}^k \) vector of measurements, \( \mathbf{Y}^k = [Y_1, \ldots, Y_k]^\top \)
\( S_k \) the state of nature to be determined from past sensor measurements
\( X_k \) state vector of a target in the plane, a special case of \( S_k \)
\( R(S, a) \) reward due to taking action \( a \) in state \( s \)
\( \gamma_k \) policy, a mapping from available measurements to sensor actions
\( \mathcal{A} \) at time \( k \)
\( V_{\gamma} \) value function associated with policy \( \gamma \)
\( E_{\gamma} \) statistical expectation under a given policy \( \gamma \)
\( < g, \pi > \) conditional expectation of \( g \) given the posterior density \( \pi \)
\( \beta \) scheduling discount factor
\( Q_k \) Q-function of reinforcement learning; an empirical approximation to value function