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Preface to Second Edition

We have a habit in writing articles published in scientific journals to make the work as finished as possible, to cover up all the tracks, to not worry about the blind alleys or describe how we had the wrong idea first, and so on. So there isn’t any place to publish, in a dignified manner, what we actually did in order to get to do the work.


When the first edition of this book first appeared, there were few books that covered Linear Algebraic Queueing Theory (LAQT), all at a higher level. At that time I made the claim that this would become the approach of choice. Now, some 15 years later, the claim has largely been realized, particularly in problems concerning semi-Markov processes and system reliability. The prediction that because transient phenomena could now be expressed in a computationally manageable form, this subject would also become more important, seems to be slowly coming true as well. Many research papers have been published, resulting in several books containing collections of these papers, mostly on computational methods, as in for instance, [Stewart95], [Chak-Alfa97], and [LatoucheTaylor00]. The monograph by Latouche and Ramaswami (leaders in the field) [Latouche-Ram99] covers the subject well, but at a higher level. (Their title, Introduction to Matrix Analytic Methods ... could be modified to Introduction to Advanced Matrix Analytic Methods ...†.) Yet no new book at the intermediate level has emerged that takes a linear algebraic approach. That is, when possible, theorems are proven by matrix algebraic manipulation, rather than using explicit properties of matrices or probabilistic arguments. Therefore, an updated version of the original is needed.

This second edition, in addition to making many corrections and improvements, is larger by a third than the first edition. The increase in size reflects the growing recognition of the importance of processes that generate unboundedly large variances or long-range autocorrelation, as seen in CPU times, file sizes, telecommunications traffic, finance, and insurance claims. Thus an extensive amount of material has been added to Chapter 3 describing a broad set of ME functions. In particular there is an entire section on power-tail (PT), or Pareto distributions (they form a proper subset of the heavy-tailed distributions), including a section showing how they can be represented by ME distributions within the Markovian structure, even though they have infinite moments. They are then used in Chapters 4 and 5 to study queues with

†A definition of elementary, or introductory is: “that which the author understands.” Advanced means: “that which the author is not sure about,” whereas intermediate is: “that which the author figured out while writing the book.”
PT service times, and to see how PT renewal processes affect system times.

A new Chapter 8 has been added that covers Semi-Markov processes (SMP), an important topic that is used extensively in queueing models of performance from system reliability to telecommunications systems to performance of computer clusters to inventory problems in operations research. We first give a formal mathematical description of the properties of SMPs and the related Markov Renewal Processes (MRP). Several detailed examples are then presented, each with a different state-space construction. We then look at some \textit{ON-OFF} models used in modeling telecommunications traffic.

The old Chapter 8 is now Chapter 9, and includes a new section on how to deal with networks of nonexponential servers.
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Preface to First Edition

“Necessity is the mother of invention” is a misleading proverb. “Necessity is the mother of temporary fixups” is much nearer to the truth. The basis of the growth of modern invention is science, and science is largely the outgrowth of intellectual curiosity.

Alfred North Whitehead

At least 50 worthwhile books on queueing theory have been written in the last 35 years. Two or three times as many books have been published in which queueing theory and Markov chains play an important part. Most of these books, even the older ones, are still useful for understanding at least some part of the subject. Why, then, should yet another book be published? The answer, simply, is that there is no book (or even collection of papers) that covers intermediate queueing theory using what I call “Linear Algebraic Queueing Theory” (LAQT). There are in fact only two books which use a linear algebraic approach, both by Marcel Neuts [Neuts81] and [Neuts89], and both of them are written for experts in the field. I waited five years for someone to write a book that could be used for a first or second course in the subject (never do anything if someone else is going to do it), but to no avail. So in 1988 I started to write it myself.

The reason that LAQT should become familiar to novices as well as to those who are already knowledgeable in intermediate and advanced queueing theory is that any problems that can be cast into a matrix-vector format can easily be adapted to make use of the high-speed parallel and vector processors available today. Also, many problems in queueing theory that traditionally are solved by unrelated mathematical techniques can now be solved in a consistent integrated fashion. This allows for better physical insight. But, most important, many system performance measures that are normally ignored because of their computational and formulational difficulties can be dealt with easily in LAQT. Some examples are: properties of the busy period, departure processes, first-passage times, residual times, distinctions between what an observer sees and what a customer sees, and compound processes in general. Each of these topics is treated here without requiring prior knowledge of the reader. This book makes the following claim. “Any problem that can be solved for exponential servers can somehow be extended to treat nonexponential servers.” Of course, it remains to be seen whether the future will vindicate this optimism.

Many decisions had to be made before this book could be written. First, who is the intended audience? There are a half a dozen disciplines that claim queueing theory as one of their “bread-and-butter” techniques. Applied probability, computer science, electrical engineering, management science, operations research, systems engineering, and even physics lay claim to various
parts of this subject as their own, each with its own terminology. Because I
dabble in all these fields, I decided to try to write a generic book that could
be understood by all. The terms used are defined in relation to customers ar-
riving at, being served by, and departing from subsystems, from the different
viewpoints of the customer and of an outside (sometimes random) observer.
The mental image one gets is of humans being served by mechanical objects,
while being observed by other human beings.

Another decision to be made was the level at which to present the ma-
terial, namely, as a first or second course in queueing theory, as a reference
book for practitioners, or as a monograph for would-be researchers in the
field. Once again, I decided to try to aim for all. There is no reason why
this material cannot be taught to mathematically mature college seniors or
new graduate students who have already had courses in linear algebra and
probability theory, but have not necessarily had any queueing theory. Unfor-
tunately this would have required that the first two chapters be expanded to
more than twice their present size without ever mentioning LAQT. There are
already many books available that give an excellent introduction to queueing
theory. Therefore I opted for either a first course, where the student already
has had some background in Markov processes and elementary queueing the-
ory, or a second course. For instance, many students in computer science and
electrical engineering take a course in applied probability covering material
such as that in Chapters 7 and 8 of Trivedi’s book [Trivedi82]. Alternately,
many courses in performance modeling (e.g., courses using [Molloy89] or
[Lazowskaetal84]) are adequate to serve as an introduction to this book.

We assume that the reader is already familiar with matrix theory. However,
except for such elementary formulas as that defining matrix multiplication,
we do not expect the student to have any particular theorem at his or her
fingertips. Therefore background information is introduced as needed. There
is no special section put aside for reviewing linear algebra. We assume the
same about the reader’s knowledge of integral and differential calculus (in
particular, Taylor’s series and l’Hospital’s rule) and elementary probability
theory. For those whose mathematics is a bit rusty, we recommend that an
elementary text in each of these areas be kept handy. But worry not; for all
the mathematical content, this is not a rigorous text. It is a “why and how
to” book. Whenever we would like a matrix to have a particular property, we
assume it is so, whether or not we can prove it.

The material is rather densely packed, so several readings and rereadings
may be necessary for the less experienced queueing theorist, particularly be-
cause there are numerous definitions in the text, and definitions do not usually
stick in one’s mind without some effort. This problem is reduced somewhat
by the book’s layout. We are inclined to introduce an idea in one chapter,
and then use it again in a subsequent section, but in a more intricate way. We
have done our best to give explicit reference to material previously discussed.
For Instructors and Practitioners

One might say that the “father” of LAQT is Victor Wallace, who in the 1960s introduced the concept of Quasi Birth-Death (QBD) processes and proved that there exists a matrix geometric solution for a large class of such systems, including the open $G/G/C$ queue [Wallace69]. His presentation, although motivated by queueing theory [Wallace72], was couched in terms of abstract Markov chains, and so was acknowledged, but was not picked up as a practical way of dealing mathematically, conceptually, or computationally with specific problems in elementary or intermediate queueing theory.

The first researcher actually to take this viewpoint in solving problems specific to queueing theory was Marcel Neuts, who in the mid-1970s introduced PHase distributions [Neuts75] and showed that they had matrix representations which could be manipulated algebraically, while operating on state vectors corresponding to the queue length probabilities (one vector for each value of $n$, the queue length). He strongly argued that a matrix formulation could more easily be handled by computers than could integration or differentiation [Neuts81]. Also, since so many problems seemed to have a recursive solution, algorithms for their numerical evaluation became straightforward. However, he and his students concentrated most of their efforts attacking hitherto unsolved problems, and thus remained too abstract to be appreciated by the practical users (as I was then) of queueing theory. It seemed as though this was just another one of the many techniques one might use to solve a small set of problems.

This researcher became interested in the subject in the late 1970s in studying the problem of what happens to a subnetwork of exponential servers when the number of customers who can be active simultaneously is restricted. My students and I soon realized that if the subsystem was restricted to one active customer, then that subsystem was equivalent to a single server with a nonexponential (Coxian, or Kendall [Kendall64], or RLT, or matrix exponential) distribution. Then, after John Carroll reduced the balance equations from second-order to first-order difference equations [Carroll79], we independently, and virtually simultaneously with Neuts, found the explicit matrix geometric solution to $M/G/1$ and $G/M/C$ queues. The two papers appeared back-to-back in the May-June 1982 issue of Operations Research [CarrollLipvdL82], [Neuts82]. I consider this to be the true beginning of LAQT, for then it became clear that many seemingly diverse problems could be solved using one technique and one viewpoint.

It is interesting to realize that the basis for LAQT was established by Erlang himself [Erlang17] when he represented a single server by a series of exponential stages, but linear algebra was not in vogue at the turn of this century, so queueing theory had to be developed entirely within the framework of what is called “modern analysis.” The “method of stages” is really a part of LAQT, distorted so it could fit into the classical view, whereas D. R. Cox’s work in the 1950s [Cox55], showing in effect that “every pdf can be approximated arbitrarily closely by a function whose Laplace transform can be written as the ratio of two polynomials (RLT functions)” is really the basis
for claiming that there exists a linear algebraic formulation of every problem which can be formulated otherwise.

You might question whether LAQT really is a peer to the standard variety of queueing theory. Well, for decades now, it has been standard technique in various areas of applied mathematics to replace differential operators on a solution function by an equivalent linear operator on a vector in Hilbert space. In fact, the pair of representations of quantum theory, Werner Heisenberg’s matrix mechanics and Erwin Schrödinger’s wave mechanics, is the prime example of this duality. The proof by John von Neumann that they are mathematically equivalent is closely related to Cox’s completeness statement in extending A. K. Erlang’s method of stages to include all functions with rational Laplace transforms [Cox55]. Fortunately for physics, linear algebra was a known quantity by the 1920s, so the two viewpoints grew together and have become so intertwined that the typical quantum practitioner switches from one to the other and back again with little difficulty. A similar statement can be made about linear control theory. Both of those disciplines deal with functions of complex variables, even though what is actually observed must be real. If physicists can talk about the charm of quarks, which can never be seen outside their nuclear home, and electrical engineers can have imaginary currents, surely our customers should be allowed to travel with negative probabilities and complex service times from one phase to another, as long as they remain inside one subsystem or another, and as long as all observable entities are real.

The reader should avoid mapping this material onto already familiar techniques, at least until Chapter 4 has been covered. By then you will see the power and elegance of this methodology, as well as its usefulness, and be able to “switch back and forth without difficulty.” Furthermore, because most solutions are in terms of matrix operations rather than integrals, or roots of equations, highly efficient algorithms for both single and parallel computer systems can easily be written. There are several mathematical tool kits readily available (e.g., MATLAB, Mathematica, Maple) that execute matrix equations directly.

Organization

The book is laid out by chapter in order of increasing complexity of structure. There is more than enough material for a two-semester course, but a one-semester first course or a one-semester second course can easily be fashioned.

In Chapter 1 we make a quick survey of those topics normally connected to Markov chains. Chapter 2 starts out as a continuation of Chapter 1 by using the Chapman-Kolmogorov equations to set up the M/M/1 queue. But we soon switch to the simpler and intuitively more satisfying view associated with steady-state transition diagrams. Every queueing system is made up of two subsystems, each of which contains one exponential server. In Chapter 3 we show that by adding structure to a subsystem we give it a nonexponential (called Matrix Exponential, ME) service time distribution. In Chapter 4 we
combine the ideas of the two previous chapters to study the M/G/1 queue (i.e., one nonexponential and one exponential subsystem). As long as our system is closed (finite population of customers), there is no difference between an M/G/1//N loop and a G/M/1//N loop. But if the population is increased unboundedly, one or the other server will saturate. So, if the nonexponential server is the faster one, we have the open M/G/1 queue as given in Chapter 4. However, in Chapter 5 we assume that the exponential server is faster, and derive the properties of an open G/M/1 queue.

In Chapter 6 two or more customers can independently be active at once in one subsystem, the M/G/C system. This increases the complexity of the mathematics required, as well as the computational complexity and sizes of matrices. But it also enormously increases the range of problems that can be solved, the so-called “generalized M/G/C systems.” In Chapter 7 we revert to one active customer per subsystem, but now both subsystems have structure, and we are dealing with a G/G/1//N loop. This leads to a different increase in complexity, requiring a direct product of vector spaces, which we must first discuss before actually finding the steady-state solution.

Finally, in Chapter 8 we try to give a linear algebraic formulation that does not depend upon a physical interpretation of individual states. As such, it acts as a review of the book.

The chapters are all structured in more or less the same way, with obvious deviations because of the material. First we find the closed steady-state solution. Then we “open” the loop by increasing the customer population unboundedly. Then we look at certain specialized topics (e.g., load-dependent servers, renewal theory, comparison with other methods). Finally we explore the transient behavior of the appropriate queue.

A one-semester first course would cover Chapter 1 and the steady-state parts of Chapters 2, 3, 4, and 5. Depending on the background of the students, the instructor might add some descriptive material to Chapters 1 and 2.

Assuming that students have already had a course in queueing theory, but not one that covered LAQT, a one-semester second course would skim through Chapter 1 and the first part of Chapter 2. But then Section 2.3 must be covered in earnest, as must the first part of Chapter 3. Except for the material on residual times, which must be covered, Section 3.5 can be omitted. Most of Chapters 4 and 5 should be covered, but the instructor can skip Chapter 6 if desired and go directly to Chapter 7. However, Chapter 6 is potentially of great practical importance, therefore the instructor may prefer to skip Chapter 7 instead. Chapter 9 can be put in or left out, as per taste.

A two-semester course can be given that combines the two one-semester courses in the order just described, or one can go sequentially from beginning to end, skipping those topics which seem inappropriate. However, one cannot study Section 6.5, for example, without first covering the related material in Chapters 2, 4, and 5.
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