Test Problems

In this work, we evaluate and compare the proposed methods on benchmark test problems. The data sets are summarized in the following.

A.1 Astronomy

Our experimental study is based on data from the Sloan Digital Sky Survey (SDSS) [2]. In [6], the EFIGI catalog of 4,458 nearby galaxies is presented. We concentrate on a subset of 100 galaxies of types -6 to -4 and 7 to 11. The images are 40 × 40 RGB images. The data has been preprocessed: all entries below a threshold $\psi = 0.1$ have been set to 0. Figure A.1 shows a selection of eight galaxies from the EFIGI data set. The galaxy data set is employed in the experimental analysis of Chapter 5.

![Fig. A.1 Visualization of eight sample galaxies from the EFIGI data set](image)

A.2 Boston

The Boston housing data set stems from 506 census tracts of Boston in 1970. It consists of $N = 506$ patterns with $d = 13$ features (positive real values), e.g., proportion of owner-occupied units built prior to 1940 and weighted distances to five Boston employment centers. The original data has been published by Harrison and Rubinfeld [38]. The data set was taken from the StatLib library, which is maintained at Carnegie Mellon University.
A.3 Digits

The *Digits* data set \[46\] comprises handwritten digits and is often employed as reference problem related to the recognition of handwritten characters and digits. Figure [A.2] shows a collection of images from the *Digits* data set. The collection shows all ten digits, while most experimental analyses concentrate on a label subset.

![Fig. A.2 Visualization of a collection of images from the Digits data set](image)

A.4 NIALM Data

The NIALM data sets have been recorded in collaboration with the OFFIS\[1\], Oldenburg. The *install* data set consists of 120 patterns that have manually been recorded and labeled. The *field study* data set consists of patterns that have been recorded in a household test environment. Table A.1 shows the appliances that are part of the test data sets *install* and of the *field study*.

Table A.1 List of 15 appliances of the *install* and the *field study* data set

<table>
<thead>
<tr>
<th># appliances</th>
<th># appliances</th>
<th># appliances</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 shelf light</td>
<td>6 table light, bedroom</td>
<td>11 ceiling lamp, bathroom</td>
</tr>
<tr>
<td>2 fridge</td>
<td>7 table light, TV</td>
<td>12 ceiling lamp, living room</td>
</tr>
<tr>
<td>3 bedside lamp</td>
<td>8 table light, door</td>
<td>13 ceiling lamp, corridor</td>
</tr>
<tr>
<td>4 desk lamp</td>
<td>9 kettle</td>
<td>14 ceiling lamp, bedroom</td>
</tr>
<tr>
<td>5 TV</td>
<td>10 mirror lamps</td>
<td>15 air conditioning</td>
</tr>
</tbody>
</table>

A.5 ISOMAP-Faces

The ISOMAP-*Faces* data set has been used in the experimental study of the original ISOMAP article \[103\]. It consists of \(N = 698\) images of faces of a statue with varying **poses** and **lights**. The data set can be downloaded from [http://isomap.stanford.edu/](http://isomap.stanford.edu/). Figure [A.3] shows the first 45 images of the data set.

---

\[1\] Oldenburger Forschungs- und Entwicklungsinstitut für Informatik.
Fig. A.3 Visualization of a collection of images from the *Faces* data set

A.6 S-Structure

The 3-dimensional $S$ data set consists of 500 points in the version 3D-S without hole, see Part (a) of Figure A.4. The counterpart 3D-S$_h$ with hole consists of approximately 350 points.

Fig. A.4 3-dimensional $S$: (a) the 3D-S data set and (b) the 3D-S$_h$ data set with hole
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