Appendix

A.1 A Logbook for Function Point Counts

Note: the following logbook example is an adapted version from the IT department of an international insurance company.

A.1.1 Organizational Information

<table>
<thead>
<tr>
<th>Application System</th>
<th>ZAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date:</td>
<td>May 2006</td>
</tr>
<tr>
<td>Reason for Count:</td>
<td>Enhancements per Release April 2006</td>
</tr>
<tr>
<td>Counter:</td>
<td>Mrs. Carolus</td>
</tr>
<tr>
<td></td>
<td>Mr. Alarus</td>
</tr>
<tr>
<td>Application Specialist:</td>
<td>Mrs. Miller</td>
</tr>
<tr>
<td></td>
<td>Mr. Stones</td>
</tr>
</tbody>
</table>

A.1.2 Documentation (Input) for the Function Point count

Documentation for the FP count included the following documents:

- From the Function Point Workbench™ the version »1st count 05.2001« was taken as the basis. Following the quality assurance check and final project delivery, the version »Correction of count 05.2001« was elaborated and stored.
- In the Visio-file ZAR.vsd, the boundary of the system ZAR was illustrated.
- This logbook was used as a basis and was stored for future reporting.
- In the document ZAR-Applications.doc were listed all ZAR-applications with production cycles and jobs (e.g., each PMS-list produced represents an EO from the user perspective).
- The data model in version 3.4 according to the Case Tool xyz was consulted to determine the appropriate data groupings for the ILFs and EIFs.
A.1.3 Architecture, Boundary

![Diagram of ZAR application boundary](image)

Fig. A.1. Example application boundary of ZAR for inclusion in the corporate logbook

A.1.4 Comments Relevant to the Function Point Count

The following text is provided for illustration purposes:

- The log-file from the online portion of the application was counted as an EI. In the batch portion of the application, some listings were crossed out to symbolize that they were counted only once (they were duplicates). See also FP LINK NOTES for the listings.
- The OPC-application CK72B#SPLIT implemented in the fall of 2003 had no new functions from the user perspective. Therefore, this OPC-application was not documented together with the Function Point Application ZAR. It is recommended that the Function Point Applications ZAR and AR be integrated.
- Both systems maintain the same databases that were accordingly counted as ILFs in both applications. Typically, however, a database is only primarily owned and maintained by one application. It was determined that these two applications, while they appeared to be separate from a physical standpoint, actually supported a single set of user functionality and therefore should be counted as one.
- Applications with less than 200 adjusted Function Points deliver outliers in benchmarking, according to our metrics competence center. We know that the rules of thumb can only be used with much care (actually ZAR has 129 adjusted FPs and AR also has 129 adjusted FPs).
A.1.5 Results

![Function Point Summary](image)

**Fig. A.2.** Example count result of application ZAR for inclusion in the corporate logbook

A.2 Checklists

Note: the following checklist examples are adapted and enhanced versions based on existing checklists from the IT department of an international insurance company.

A.2.1 Checklist for Function Point Count Kickoff

Experiences show that to perform a project FP count an average of 1.5–2 days effort should be planned (based on an “average” size project of 500–1,000 FP). A prerequisite to counting is the gathering and assembling of the documentation to support the count (e.g., project documents that describe the functionality from the user perspective). We have found that the most efficient way to do the count is with two persons and a laptop.

Additional people are not necessarily more efficient or productive to the counting process, and can actually detract from the effort if there is wide disagreement about what constitutes the functionality (sometimes it is a status issue to be involved in all meetings on all topics. Do not allow yourself to be drawn into this unproductive situation).
<table>
<thead>
<tr>
<th>Necessary Documentation</th>
<th>Possible Sources</th>
<th>Annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overview, characterization of the application</td>
<td>For example, project manual, Intranet</td>
<td>The focus is on the question which user (groups) uses the application and how they use it.</td>
</tr>
<tr>
<td>Architecture of the application and system environment</td>
<td>For example, context diagram, boundary diagram</td>
<td>Most important are the (logical) user interfaces.</td>
</tr>
<tr>
<td>Data model</td>
<td>For example, UDM, data dictionary, segment catalogue, EAR; DB2-catalogue, etc.</td>
<td>If there is no data model available, the database model can be referenced. It must be consulted if there are other functional files that are part of the application that are outside of the database, for example, VSAM-files, etc. (These may actually end up being EIs, EOs, or EQs if they do not meet the requirements for an ILF or EIF).</td>
</tr>
<tr>
<td>Functionality (online and batch)</td>
<td>Model of functions, list of business use cases</td>
<td>The list of business use cases (highest hierarchical level of functionality) often delivers hints for definition of project structuring.</td>
</tr>
<tr>
<td>Online functionality</td>
<td>Direct viewing of the screens, report layouts, user manual</td>
<td>The granularity of the Function Point count aims at «user related elementary processes» (e.g., create, change, etc.); which are often implemented in practice as menus or initiated via PF-keys.</td>
</tr>
<tr>
<td>Batch parts</td>
<td>Model of functions, user manual</td>
<td>The batch parts of the application must be regarded from user view. Often it is helpful to examine the batch portion of the application by results, e.g.: Output processing, printed output (lists, reports, letters, output files, or datasets) Letters for advertisement campaigns Data stores (e.g. administrations, partner organizations), forwarding letters Annual reports or other actualizations Maintenance of central data, consolidations of data Additionally, a view on the changing counting scope during project progress can help to secure the functional completeness of the batch part for the Function Point count: which batch functions run daily, monthly, annually, etc.</td>
</tr>
</tbody>
</table>
The application specialist should have detailed knowledge about the application as viewed by the user(s). Note that knowledge of the physical and architectural (programming) details are not conducive to the FP count but knowledge of the data model definitely is.

*The main criterion for preparation of the count is the availability and currency of the necessary documentation that describes the user requirements for functionality.*

**A.2.2 Checklist for Function Point Count Assessment**

Table A.3. FP count assessment checklist

| Allocated resource responsible for the FP count (expertise and process): |
| Application system-number, Application name, department: |
| Project-number, -name/department: |
| Phase completed when this FP count is to be done (Study, requirements, actualization, project postmortem): |
| Type of count (Project: new development, enhancement, migration; application system: base count, postenhancement base): |
| Date of the FP count: |
| Date of assessment: |

<table>
<thead>
<tr>
<th>Quality criteria</th>
<th>o.k.</th>
<th>not o.k.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Has the FP counter attended a FP course? Or</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2 Does the person performing the count consulted with and secured the availability of a member of the competence center? Reason (only when not o.k. or if the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1 Is the FP counter a project team member (for the project or application being counted)? Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2 Did the project team participate in the FP count? Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1 Has the FP counter more than one year’s worth of participation or knowledge about the basic application system?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2 Was the task of »Function Point Counting« included in the project plan? Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.1 Is a FP count of the basic application system documented in the Function Point Workbench™? Where: Or</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Process during FP count</th>
<th>o.k.</th>
<th>not o.k.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>4.2</strong> There was adequate written documentation about the basic system? Where:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Screen documentation</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>– Transaction documentation</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>– Interface documentation</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>– Database documentation</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>– Output documentation (e.g. Print documentation)</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Or</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>4.3</strong> Was the basic system knowledge obtained through documented interviews?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>5.1</strong> Is the logbook of the FP count up to date? Where:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>5.2</strong> Are the assumptions, suggestions, restrictions, and unanswered questions about the project/application documented?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>5.3</strong> Is the migration (if there is one) counted and separately documented?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>6.2</strong> Are outsourced parts (if there are) counted and separately documented?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Process during FP count</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Quality Criteria</strong></td>
<td>o.k.</td>
<td>not o.k.</td>
</tr>
<tr>
<td><strong>1.</strong> Was the FP count done according to the current IFPUG release (n.n)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>2.</strong> Was there a system diagram with the system boundary and data flows? Where:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>3.</strong> Are the EIs, EOs, and EQs determined by the system boundary and data flows?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>4.</strong> Is there an overview about the data files (entities)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>5.</strong> Are the ILFs and EIFs determined by the data files?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>6.</strong> Are the Function Points of the EIs, EOs, EQs, ILFs, and EIFs correctly counted (e.g., in case of an enhancement count)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>7.</strong> Are the 14 GSCs classified according to the organizational standard?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>8.</strong> Did the VAF change?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
9. Were the 14 GSCs compared to the quality attributes?
   Reason (only when not o.k. or the question is not applicable):
   □ □

10. Are the 14 GSCs consistent with each other?
    Reason (only when not o.k. or the question is not applicable):
    □ □

11. Did the requirements change compared to the last FP count?
    Reason (only when not o.k. or the question is not applicable):
    □ □

12. Are the results consistent with other comparable projects in terms of size or with other sizing methods (e.g., SPR-method, number of dialogues × 10, rules of thumb, FP-Prognosis), if available?
    Reason (only when not o.k. or the question is not applicable):
    □ □

13. Did the requirements change (for a delivered project) since the first FP count?
    Reason (only when not o.k. or the question is not applicable):
    □ □

---

### Documentation of the FP count

<table>
<thead>
<tr>
<th>Quality criteria</th>
<th>o.k.</th>
<th>Not o.k.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Is the FP Count documented in the Function Point Workbench™ and can it be clearly understood? Where is it stored? Reason (only when not o.k. or the question is not applicable):</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>1.2 Is the description in the Function Point Workbench™ completely answered (per the company standard)? Reason (only when not o.k. or the question is not applicable):</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>2. Is the number of EIs, EOls, EQs, ILFs, and EIFs from the system diagram identical to what the counter has recorded in the Function Point Workbench™? Reason (only when not o.k. or the question is not applicable):</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>3. Are the annotations from the FP count documented? Where: Reason (only when not o.k. or the question is not applicable):</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>4. Are the assumptions and counting decisions for the FP count documented in the logbook? Where? Reason (only when not o.k. or the question is not applicable):</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>5. Are the figures/results comparable to other projects of similar type? Reason (only when not o.k. or the question is not applicable):</td>
<td>□</td>
<td>□</td>
</tr>
<tr>
<td>6. Are the percentages of the EIs, EOls, EQs, ILFs, and EIFs consistent with the rules of thumb? Reason (only when not o.k. or the question is not applicable):</td>
<td>□</td>
<td>□</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Are there any open questions that have to be answered:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr.</td>
</tr>
<tr>
<td>-----</td>
</tr>
</tbody>
</table>

**Done by:**
**Checked by:**
**Released by:**

---

---

---

---

---

---
### Table A.4. Project postmortem checklist

<table>
<thead>
<tr>
<th>Documentation of the FP Count</th>
<th>Quality Criteria</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Is there an actual/final FP count documented in the Function Point Workbench™? Where?</td>
<td>[Reason (only in case of No):]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>2. Is there a first FP count from specification phase or earlier besides the project postmortem (delivered) FP count?</td>
<td>[Reason (only in case of No):]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>3. Was the size of the project tracked during the project progress (requirements creep), i.e., was the delivered FP count compared to the first FP count?</td>
<td>[Reason (only in case of No):]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Comparison of Estimate to Actual Effort</th>
<th>Quality Criteria</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Was the original estimate compared with the actual project effort at delivery?</td>
<td>[Reason (only in case of No):]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>2. Were the differences from the original estimate and the actual effort measured and analyzed together with the competence center?</td>
<td>[Reason (only in case of No):]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
<tr>
<td>3. Is the Checkpoint/KnowledgePLAN™ file completed for the project delivery (in particular, the classification of the soft factors, and the project classification completed at the end of the project)? Was the file delivered to the competence center?</td>
<td>[Reason (only in case of No):]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Analysis of the Actual Project Effort</th>
<th>Quality Criteria</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Are the records in the time accounting system consolidated and complete?</td>
<td>[Reason (only in case of No):]</td>
<td>[ ]</td>
<td>[ ]</td>
</tr>
</tbody>
</table>

(Continued)
2. Was the actual effort analyzed for IT core team, interfaces, support, and end user participation? What are the percentages of effort for each group?  
Reason (only in case of No):

3. Was the actual effort analyzed by phase (study, specification, etc.)? What are the percentages of effort for each phase?  
Reason (only in case of No):

<table>
<thead>
<tr>
<th>Quality Assurance, Reuse</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
</table>
| 1. Is there a list of all detected defects and are they all documented? Where?  
Reason (only in case of No): | ☐ | ☐ |
| 2. Was there any analysis done to project how many defects may occur during maintenance? Where is it documented?  
Reason (only in case of No): | ☐ | ☐ |
| 3. Were checklists and procedures developed during the project? If yes, were they presented to the competence center so that they can be reused on future projects?  
Reason (only in case of No): | ☐ | ☐ |
| 4. Were programs and concepts developed in the project? If yes, were they presented to the competence center so that they can be reused on future projects?  
Reason (only in case of No): | ☐ | ☐ |
| 5. Were checklists, processes, procedures, programs, etc. developed for reuse presented to the staff for communication to the rest of the IT department (e.g., via Intranet, project presentation, organizational newspaper, etc.)?  
Reason (only in case of No): | ☐ | ☐ |

<table>
<thead>
<tr>
<th>Metrics of the Project</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
</table>
| 1. Was the productivity of the total project calculated in FP per person month? What was it?  
Note for users who prefer the speed of delivery (PDR) instead: Was the speed of Delivery (PDR) calculated with FP per person month? What was it?  
Reason (only in case of No): | ☐ | ☐ |
| 2. Was the delivery rate for the project calculated per calendar day (FP per calendar day)? What was it?  
Reason (only in case of No): | ☐ | ☐ |
| 3. Was the cost ratio of the project measured in US-$ per FP?  
Reason (only in case of No): | ☐ | ☐ |

(Continued)
Table A. 4. (Cont.)

4. Were the costs analyzed by the following criteria?  
   Costs of internal staff  
   Costs of external staff  
   Costs of central resources (computing center, administration, etc.)  
   Costs of purchased tools, software-packages, etc.  
   Reason (only in case of No):  

5. Was there an analysis done related to “on-time” delivery as \( \text{[abs(actual days – planned days)]} \)? What was the deviation?  
   Reason (only in case of No):  

6. Was the actual defect density calculated (number of defects detected to date post-delivery per FP)? What is it?  
   Reason (only in case of No):  

---

Project post-mortem  
This section pertains to the analysis of the most important problems and crises of the project (3–7 topics) are reviewed in order to deliver preventive and improvement recommendations.

<table>
<thead>
<tr>
<th>Problem, description of crisis or situation:</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Actions taken to mitigate crisis:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effectiveness of these actions:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post-project evaluation of the situation and recommendations of future actions:</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

Are there any open questions that have to be answered:

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Question</th>
<th>Who (with whom)</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Name  
Signature

Done by:
Checked by:
Released by:

---

A.2.4 Checklist for Assessment of Estimation

Table A.5. Estimation assessment checklist  

| Name of person responsible for the estimation (for functionality and for the process): |  |  |
| Project number, -name/department: |  |  |
| Phase (Study, requirements, actualization, project postmortem): |  |  |

(Continued)
| Type of project (new development, enhancement, migration): |
| Development platform (Host, PC, C/S, Data Warehouse, Web): |
| Date of project postmortem: |
| Date of quality assurance: |

<table>
<thead>
<tr>
<th>Prerequisites for the estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality Criteria</td>
</tr>
<tr>
<td>1.1 Did the estimator have a Checkpoint/KnowledgePLAN™-training? Or 1.2 Did the estimator have the counsel and availability of a member of the competence center? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>2. Was the estimator a member of the project team? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>3. Is there a quality-assured first FP count from the end of the requirements phase? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process of Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality criteria</td>
</tr>
<tr>
<td>1. Is the logbook of the estimation completed? Where? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>2. Did the estimate include a description of the phases it included? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>3. Are the assumptions, decisions, and open questions documented? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>4. Was the appropriate template for the project estimate been chosen? Which one? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>5. Was the appropriate estimation mode chosen (Quick, Detailed Estimate)? Which one? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>6. Is the Setup correct (according to the organizational Time Accounting)? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>7. Are the hard factors classified and are they plausible? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>8. Are the soft factors classified and are they plausible? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
<tr>
<td>9. Have changes to the restrictions of the hard factors as compared to the last estimate been considered? Reason (only when not o.k. or the question is not applicable):</td>
</tr>
</tbody>
</table>

(Continued)
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<table>
<thead>
<tr>
<th></th>
<th>Have changes to the restrictions for personnel compared to the last estimate been considered?</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10.</td>
<td>Reason (only when not o.k. or the question is not applicable):</td>
<td></td>
</tr>
<tr>
<td>11.</td>
<td>Have changes to the restrictions for technology compared to the last estimate been considered?</td>
<td></td>
</tr>
<tr>
<td>12.</td>
<td>Have changes to the restrictions for the process compared to the last estimate been considered?</td>
<td></td>
</tr>
<tr>
<td>13.</td>
<td>Have changes to the restrictions for environment compared to the last estimate been considered?</td>
<td></td>
</tr>
<tr>
<td>14.</td>
<td>Have changes of the restrictions for risks compared to the last estimate been considered?</td>
<td></td>
</tr>
<tr>
<td>15.</td>
<td>Was a sensitivity analysis performed?</td>
<td></td>
</tr>
<tr>
<td>16.</td>
<td>Was a comparison made between versions of the estimate?</td>
<td></td>
</tr>
<tr>
<td>17.</td>
<td>Is the actual project effort documented? Where?</td>
<td></td>
</tr>
</tbody>
</table>

Documentation of the Estimation

<table>
<thead>
<tr>
<th>Quality Criteria</th>
<th>o.k.</th>
<th>Not o.k.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Are there any open questions that have to be answered:

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Question</th>
<th>Who</th>
<th>With whom</th>
</tr>
</thead>
</table>

Done by:________________________
Checked by:______________________
Released by:_____________________
A.3 FiSMA Situation Analysis Model MT22

The purpose of the Experience situation analysis method MT22 is to help to estimate annual maintenance and modification projects. The model consists of 22 standard productivity factors. They are classified into four categories: Organization (6 factors), Process (5 factors), Product (6 factors) and People (5 factors). Each factor in each category has five alternative values. The basic idea in rating is that “the better the circumstances for the maintenance are, the more positive rating the factor gets.”

“++” = Excellent situation, circumstances much better than in average case
“+” = Good situation, circumstances better than in average case
“+/−” = Normal situation in the productivity point of view
“−” = Bad situation, circumstances worse than in average case
“−−” = Very bad situation, circumstances much worse than in average case.

Rating of each factor is weighted based on experience data. The ideal or target weights should be 1.10, 1.05, 1.00, 0.95, and 0.90 (from −− to ++) and they should be distributed normally, 5–20–50–20–5%.

<table>
<thead>
<tr>
<th>Category</th>
<th>Name of MT22 productivity factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization</td>
<td>Release and version policy</td>
</tr>
<tr>
<td>Organization</td>
<td>Resource availability for future needs</td>
</tr>
<tr>
<td>Organization</td>
<td>Contracting procedure</td>
</tr>
<tr>
<td>Organization</td>
<td>Number of stakeholders</td>
</tr>
<tr>
<td>Organization</td>
<td>Priority setting and control of changes</td>
</tr>
<tr>
<td>Organization</td>
<td>Organizational culture</td>
</tr>
<tr>
<td>Process</td>
<td>Source code edition methods and tools</td>
</tr>
<tr>
<td>Process</td>
<td>Testing methods and tools</td>
</tr>
<tr>
<td>Process</td>
<td>Documentation methods and tools</td>
</tr>
<tr>
<td>Process</td>
<td>Communication methods and tools</td>
</tr>
<tr>
<td>Process</td>
<td>Roll-out methods and tools</td>
</tr>
<tr>
<td>Product</td>
<td>Functionality requirements</td>
</tr>
<tr>
<td>Product</td>
<td>Reliability requirements</td>
</tr>
<tr>
<td>Product</td>
<td>Usability requirements</td>
</tr>
<tr>
<td>Product</td>
<td>Efficiency requirements</td>
</tr>
<tr>
<td>Product</td>
<td>Maintainability requirements</td>
</tr>
<tr>
<td>Product</td>
<td>Portability requirements</td>
</tr>
<tr>
<td>People</td>
<td>Development environment skills of staff</td>
</tr>
<tr>
<td>People</td>
<td>Application knowledge of staff</td>
</tr>
<tr>
<td>People</td>
<td>Networking skills of staff</td>
</tr>
<tr>
<td>People</td>
<td>Motivation and responsibility of staff</td>
</tr>
<tr>
<td>People</td>
<td>Team atmosphere</td>
</tr>
</tbody>
</table>

Note that FiSMA also supports the ND21 (New Development) situation analysis for gauging the productivity factors on new development projects. See www.fisma.fi/in-english/methods to download this and the MT22 situation analysis presented below.
### A.3.1 Organization Factors

#### Release and Version Policy

The clarity, formality, internal integrity, and long-term planning of future releases and versions.

<table>
<thead>
<tr>
<th>Table A.7. Release and version policy factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>— Many different customer specific versions and delivery packages, which are built case by case after required modifications.</td>
</tr>
<tr>
<td>— Many customer specific versions and release packages, and their installation and deployment is allocated to end-users.</td>
</tr>
<tr>
<td>+/- Some customer-specific versions and releases of the same delivery.</td>
</tr>
<tr>
<td>+ All customers get the same standard delivery. New versions are released according to future needs.</td>
</tr>
<tr>
<td>++ All customers get the same standard delivery. Future releases are planned and agreed for the foreseen future.</td>
</tr>
</tbody>
</table>

#### Resource Availability for Future Needs

Adequacy of resources and systematic allocation of staff, hardware, software, work space, and required skills for the planned maintenance period.

<table>
<thead>
<tr>
<th>Table A.8. Resource and availability for future needs factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>— Organization has no defined rules and practices in resource management. Applications have no responsible person. Continuous lack of resources.</td>
</tr>
<tr>
<td>— Organization has mechanism for workload management, and it is at least partially in use. Each application has responsible person, but he/she has many other responsibilities. Availability of resources is uncertain.</td>
</tr>
<tr>
<td>+/- Organization has defined mechanism to manage critical resources. Each application has responsible person(s). Some delays to get other resources.</td>
</tr>
<tr>
<td>+ Organization has well-defined mechanism to manage all resources, and it is followed largely. Responsibilities are fully allocated to suitable person(s) and also required back up resources are nominated. Other resources are available on request with short notice.</td>
</tr>
<tr>
<td>++ Organization has well-defined mechanism to manage all resources, and it is followed fully. All required responsibilities and back up resources are nominated and their availability is well ensured. Also other resources are available on request.</td>
</tr>
</tbody>
</table>

#### Contracting Procedure

Consistency, completeness, and granularity of maintenance contract to define each service type and/or service transaction, mutual responsibilities, level of services, acceptance criteria of deliveries, and other required contract conditions.
Table A.9. Contracting procedure

--- Maintenance service is not based on any contract or other documented practice.
- Maintenance service is performed according to continuous framework agreement, but separate services and deliveries are not identified.
+- Maintenance service is based on continuous framework agreement, and each service transaction is recorded by supplier and accepted at least orally by customer/end user.
+ Maintenance service is based on separate service agreements and each service delivery is based on mutually accepted documents.
++ Each service type is based on documented mutual agreement, and is an element of continuous framework agreement. Each delivery is based on mutually approved specification document.

**Number of Stakeholders**

Number of people and/or organizations involved in management and decision making of maintenance service and deliveries

Table A.10. Number of stakeholders

--- Number of people and organizations involved in implementation and decision making of change requests is high (both more than 5).
- Either the number of people or organizations involved in implementation and decision making of change requests is high (either number of people or organizations more than 5).
+- Number of people and organizations involved in implementation and decision making of change requests is typical/average (both 2–4).
+ Either the number of people or organizations involved in implementation and decision making of change requests is low (1–2) and the other is not high (not more than 5).
++ Number of people and organizations involved in implementation and decision making of change requests is low (both 2 or less).

**Priority Setting and Control of Changes**

Classification and analysis of change requests by defined criteria (for example, criticality, urgency, and cost) to prioritize change requests and decide on required actions of both parties.

Table A.11. Priority setting and control of changes

--- No agreed classification for errors, failures, and change requests.
- Only application specific error classification is in use.
+- Organization wide error and failure recording and classification is in use and it is used to prioritize fixing actions.
+ Organization has classified each application by business criticality and classifies also each error and failure, respectively. Each change request is analyzed by benefit/cost method.

(Continued)
All applications and error and failure types have widely known criticality classification and consistent benefit/cost analysis method. All responsible persons (operators etc.) are fully aware of all problem situations and required actions.

Organizational Culture

Common attitudes among staff and appreciation of maintenance at company level, appropriate awarding mechanism, and other cultural factors.

Table A.12. Organizational culture

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>——</td>
<td>Organization and people are enthusiastic of new technologies and projects only. New development projects are highly appreciated, maintenance “just must.” No visibility for maintenance work, no awarding mechanism for maintenance projects and services.</td>
</tr>
<tr>
<td>—</td>
<td>Importance of maintenance is known, but not shown. No communication and awarding mechanism for maintenance.</td>
</tr>
<tr>
<td>+/-</td>
<td>Organization values maintenance but does not motivate people in maintenance work in any means. Maintenance is mentioned in top management presentations and is part of company-wide measurement program.</td>
</tr>
<tr>
<td>+</td>
<td>Maintenance has good image in company as a key long-term success factor and profit maker. Maintenance is a profession, and is part of recruiting campaigns</td>
</tr>
<tr>
<td>++</td>
<td>Maintenance has good image in company and has strong motivation and commitment among top management and staff. People want maintenance responsibilities and activities. Maintenance is measured at organizational delivery and individual levels and is part of awarding mechanism.</td>
</tr>
</tbody>
</table>

A.3.2 Process Factors

Source Code Edition Methods and Tools

The level and impact of code editors, translation tools, code libraries, and code integrity tools and procedures.

Table A.13. Source code edition methods and tools

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>——</td>
<td>Development environment and tools are not in proper use and widely known. Several hardware platforms</td>
</tr>
<tr>
<td>—</td>
<td>Development environment and tools are in moderate use, but are immature and new versions are needed frequently. Some guidelines and standards are in partial use.</td>
</tr>
<tr>
<td>+/-</td>
<td>Development environment and tools are in common use. Guidelines, procedures, and standards are created, but only in partial use.</td>
</tr>
<tr>
<td>+</td>
<td>Development environment and tools are well known and in common use. Guidelines, procedures, and standards are in use and easily accessible.</td>
</tr>
</tbody>
</table>

(Continued)
++ Environments and tools are an integrated set, and automate major parts of manual tasks. Simple, well-known development environment and only one hardware platform.

**Testing Methods and Tools**

Level and impact of tools and procedures to manage test cases and materials, test activities, regression tests, and test results.

<table>
<thead>
<tr>
<th>Table A.14. Testing methods and tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>— No testing practices and standards. Test materials are derived separately each time when required.</td>
</tr>
<tr>
<td>– Testing activities and standards exist, but test case derivation and reuse is difficult. All data is file-based, only manual handling of files and data.</td>
</tr>
<tr>
<td>+/- Testing is well performed and largely supported by standards. Test data is managed with appropriate tools and/or scripts.</td>
</tr>
<tr>
<td>+ One test material package, which can be modified for different test situations. Testing process and appropriate tools are well documented and in proper use.</td>
</tr>
<tr>
<td>++ Each application/software component has well-defined test suite (scripts and materials) for all defined testing phases. Regression testing is tool-supported, where appropriate.</td>
</tr>
</tbody>
</table>

**Documentation Methods and Tools**

Level and impact of tools and procedures to create, manage, and distribute required application documents for maintenance staff and end users.

<table>
<thead>
<tr>
<th>Table A.15. Documentation methods and tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>— No common procedure and widely used professional practices for documentation.</td>
</tr>
<tr>
<td>– No common guidelines and procedures for any documentation, only some version and change control in use.</td>
</tr>
<tr>
<td>+/- Good documentation of each application, change request, and error/failure. Follow-up of documented changes, errors, and failures is in use.</td>
</tr>
<tr>
<td>+ Application documents are well managed, controlled, and maintained. Mostly manual documentation.</td>
</tr>
<tr>
<td>++ Well-defined process for documentation of each application. Documentation is tool-based and in wide, firms use.</td>
</tr>
</tbody>
</table>

**Communication Mechanisms**

Level and impact of methods, tools, and procedures to record, communicate, and handle change requests, errors, and failures.
Table A.16. Communication mechanisms

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>No defined approach for communicating. Required information is distributed for all potential parties to avoid “communication gap.” Many kinds of media are in use.</td>
</tr>
<tr>
<td>–</td>
<td>Communication mechanism is defined, but only in partial use. Some guidelines are available.</td>
</tr>
<tr>
<td>+/-</td>
<td>Communication mechanism is documented, and in proper use. It is not integral part of maintenance process.</td>
</tr>
<tr>
<td>+</td>
<td>Communication is well integrated with maintenance activities and process. No tools, but some templates and distribution lists are in use.</td>
</tr>
<tr>
<td>++</td>
<td>Multiple tools for communication are in proper use and well aligned with actual work processes. Templates support major part of communication.</td>
</tr>
</tbody>
</table>

Roll-Out Methods and Tools

Level and impact of tools and procedures to roll-out modified programs/applications and related data to operation environment.

Table A.17. Roll-out methods and tools

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>No defined approach for rollouts. Deployment is work intensive and depends on key staff.</td>
</tr>
<tr>
<td>–</td>
<td>Some documents about rollouts are made and in use. Some separate tools in use.</td>
</tr>
<tr>
<td>+/-</td>
<td>Roll-out is a well-defined process and it is followed largely. One dominant tool to perform roll-out and record roll-out status. No easy traceability and version status of rollouts.</td>
</tr>
<tr>
<td>+</td>
<td>Well-established work process for roll-out. Good version control and traceability.</td>
</tr>
<tr>
<td>++</td>
<td>Roll-out and version control has already long history in organization and is fully automated.</td>
</tr>
</tbody>
</table>

A.3.3 Product Factors

Functionality Requirements

Variety and complexity of the requirements and business rules, level of interfaces.

Table A.18. Functionality requirements

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>Virginal and complex application area, security critical big (thousands of FPs) multitier system for various, multicultural users. Many authorization levels for users. Some complex, algorithmic functions.</td>
</tr>
<tr>
<td>–</td>
<td>Various user groups and access levels to applications and data. Many interfaces with other systems. Some business rules require special application knowledge from developers and testers.</td>
</tr>
</tbody>
</table>
Some user groups with slightly different access control. Mostly simple business rules.

Only a couple of user groups, only some interfaces with other systems. All business rules are relatively simple.

Only one user group, all have same access control. No interfaces with other systems. Functionality is simple data movement to and from user (screens, reports).

**Reliability Requirements**

Severity of failures and impact of failures to users and operation.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>——</td>
<td>Operation faults may endanger human lives or cause great economic or environmental losses, the application must recover without losing any data in any case.</td>
</tr>
<tr>
<td>—</td>
<td>Failures can cause major economic loss and image suffering, can lead to negative news in mass media.</td>
</tr>
<tr>
<td>+/-</td>
<td>Faulty operation can cause harm for some hundred users, can reflect negatively in operation of 2–3 other applications.</td>
</tr>
<tr>
<td>+</td>
<td>Failures can cause harm for some tens of users, but they can tolerate short operation breaks even daily. Some impacts in max one other application.</td>
</tr>
<tr>
<td>++</td>
<td>Failure has impacts only in some users. Maximally weekly or monthly operation period, error can be fixed without operational losses. No impacts on any other applications</td>
</tr>
</tbody>
</table>

**Usability Requirements**

Number of users, support for various skill levels of users, continuous operation, special requirements to attract users.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>——</td>
<td>A very big number of different types of end-users all over the world, with different levels of experience at software usage, a high-level customization and help facilities required. 24 h/day, 7 days/week operation requirement.</td>
</tr>
<tr>
<td>—</td>
<td>2–3 different types of users with various skills and languages, requiring automated multilevel help function, the use of software during interactive customer service. 24 h/day operation requirement.</td>
</tr>
<tr>
<td>+/-</td>
<td>Limited number of regular users, who can be trained in advance. Mostly in back-office use, sometimes in direct customer service. Max 20 h/day operation.</td>
</tr>
<tr>
<td>+</td>
<td>Application for small number of users. Only in back-office functions. Operation in working hours is required.</td>
</tr>
<tr>
<td>++</td>
<td>Only few expert users or one team, all located at one site, not very frequent use.</td>
</tr>
</tbody>
</table>
Efficiency Requirements

Requirements for response and transaction processing time, differences in operational and computer load, transaction and data volumes.

Table A.21. Efficiency requirements

| +++++ | Very big volume of real-time transactions, big differences in operation load, need for simultaneous online and batch processing. Millions of records in database, many kinds of nonpredictable inquiry needs. |
| +++++ | Hundreds of simultaneous end-users in multiple sites, most of response time requirements critical, queuing in transaction processing causes operational loss for services. |
| +/+-  | Max one hundred simultaneous end-users. Response time requirements are flexible but critical for work efficiency, mostly only predefined inquiry needs. |
| +     | Simple database, straightforward, and predictable data requests from few simultaneous end-users. |
| ++    | Simple and small database, no simultaneous end-users or complex data requests, total number of transactions not more than tens per day. |

Maintainability Requirements

Stability of the environment, standardized code and component structures, clarity of architecture, pressure for changes.

Table A.22. Maintainability requirements

| +++++ | Very large strategic (target lifetime more than 20 years) software at a volatile business area with frequent changes of laws and standards and business rules. Also the maintenance speed is essential, logging and the defect messages must be clear, exact, and instructive for developers |
| +++++ | Large software (target lifetime from 10 to 20 years), frequent changes of laws or standards or business rules. Time to analyze defect messages, change the programs and test them is always some hours but not more. |
| +/+-  | Average size tactical (target lifetime from 5 to 10 years) software, monthly changes of laws, standards and business rules. Maintenance timing is reasonably flexible, a couple of days rather than hours, an application specific error log needed. |
| +     | Rather small rarely changing software (target lifetime from 2 to 5 years), no application specific diagnostics needed. |
| ++    | Temporary software (target lifetime less than 2 years) with no intention to enhance for new requirements. |

Portability Requirements

Adaptability and installability to different environments, openness of architecture and structural components, volatility of platforms and environments.
Table A.23. Portability requirements

--- Users of the software are located in many kinds of organizations, with various platforms (hardware, browsers, operating systems, middleware, data communication protocols, etc), various versions, and various upgrading frequencies.

− The software must operate on many different platforms (hardware, browsers, operating systems, middleware, data communication protocols, etc) and on several versions of them.

+/− Every version of the software must run on several versions of a certain platform (hardware, browser, operating system, middleware, data communication protocol, etc), the upgrading frequencies of the users are rather predictable.

+ The software must run on a certain platform (hardware, browser, operating system, middleware, data communication protocol, etc), for which the software is tested. Only one “latest version” of software is required. Some customers or user groups may use older versions, but they do not need to be interoperable with new version.

++ The software must run only on a certain platform (hardware, browser, operating system, middleware, data communication protocol, etc) in which upgrading process is completely manageable (for example, most of the mainframe environments). Several tens of similar applications are running on the same platform.

---------

A.3.4 People Factors

Development Environment Skills of Staff

Experience and knowledge of maintenance staff in development environment, tools, and platforms (design, implementation, testing, version control, operation, documentation, communication)

Table A.24. Development environment skills of staff

--- Development environment and tools are new for the whole maintenance staff. The average experience time is less than 3 months. Special expertise is difficult to get. Training needs are not satisfied.

− At least one responsible person has reasonable knowledge of environments (3 months to 2 years). Special knowledge is difficult to get. Training is partially available.

+/− At least one of some responsible persons has good knowledge of environments (several years). Average experience is 1–3 years. Special knowledge is largely available on request. Training is available on essential tools.

+ All responsible persons know well the environments and tools (2–5 years). Some persons can give hands-on support in tools. Training is available on all tools.

++ The software must run only on a certain platform (hardware, browser, operating system, middleware, data communication protocol, etc), which upgrade process. The whole maintenance staff knows all the tools very well (>5 years experience). Support available for the specific needs of the project. No need for training.

---------


**Application Knowledge of Staff**

Knowledge of the maintenance staff in the applications and interfacing systems (both the supplier and the customer).

**Table A.25. Application knowledge of staff**

| -- | The business area knowledge of maintenance staff is very small, less than 12 months. No expertise on interfacing systems. |
| - | The application experience is small on vendor side, and software knowledge is small on customer side. Maintenance staff has no special knowledge on interfacing systems. |
| +/- | Maintenance staff has quite good experience of the business area and application domain, 1–3 years in average. At least some people have good overall understanding of the application portfolio. |
| + | The business area and application domain experience is good both on the supplier and the customer sides. The experience is 3–6 years in average, some have >5 years experience. |
| ++ | Both the supplier and the customer representatives know the business area and application domain very well (in average >5 years), including the understanding of the business as total. Good understanding of application portfolio among the whole maintenance staff. |

**Networking Skills of Staff**

Level of team building and networking among maintenance staff, ability to cooperate with partners.

**Table A.26. Networking skills of staff**

| -- | Maintenance staff consists of new people, no mutual working history and experiences. Responsible persons have no common language. No connection with external stakeholders. |
| - | Part of maintenance staff has common working history, max 2 years. Management and experts have mutual communication and understanding problems. Ad hoc connections with stakeholders. |
| +/- | Maintenance staff has some year’s common working history (2–5 years). Mutual communication is open and works quite well. Cooperation with stakeholders is done when required. |
| + | Maintenance staff has long common working history (>5 years). No mutual communication problems between management and experts. Regular cooperation with stakeholders. |
| ++ | Maintenance staff has very long common working history (>10 years). No communication problems between management and experts. Stable and continuous cooperation with stakeholders, even when responsibilities are allocated to new staff. |
**Motivation and Responsibility of Staff**

Personal motivation to develop application and customer business

*Table A.27. Motivation and responsibility of staff*

<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>Maintenance staff has no interest to develop application. Maintenance is considered as mandatory extra duty, which should be avoided. Easy to transfer responsibility to other staff members.</td>
</tr>
<tr>
<td>—</td>
<td>Maintenance staff members are not interested to develop application, expect some limited responsibilities that are explicitly allocated to them.</td>
</tr>
<tr>
<td>+/-</td>
<td>Maintenance staff members are performing maintenance activities according to plan and take the development responsibility.</td>
</tr>
<tr>
<td>+</td>
<td>Maintenance staff members are interested to develop application and take personal responsibility over the whole application area, as defined.</td>
</tr>
<tr>
<td>++</td>
<td>Maintenance staff is interested to develop customer’s business, like introduction of new technology, competitive position of applications, and new changes in interfacing systems. Real responsibilities are far over the minimal requirements defined in maintenance contract.</td>
</tr>
</tbody>
</table>

**Team Atmosphere**

Influence on working conditions, self-learning, professional career opportunities.

*Table A.28. Team atmosphere*

<table>
<thead>
<tr>
<th>Score</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>Maintenance staff feels that their work effort is highly underappreciated. Continuous lack of resources. No influence on daily work and working conditions. Unfair or unknown feedback on work.</td>
</tr>
<tr>
<td>—</td>
<td>Maintenance staff feels that their work is underappreciated, and leads to at least temporary resource conflicts and inadequate training. Only some influence on daily work at individual level, weak feedback on work results.</td>
</tr>
<tr>
<td>+/-</td>
<td>Maintenance staff feels that their work is moderately appreciated. Resourcing and training are quite adequate. Mostly good influence on daily work, sometimes resource conflict with continuous responsibilities and project duties.</td>
</tr>
<tr>
<td>+</td>
<td>Maintenance work and results are well appreciated. Resourcing and training are adequate. Each individual has good influence on daily working arrangements. Good feedback from work, fair awarding.</td>
</tr>
<tr>
<td>++</td>
<td>Excellent feelings about maintenance work among the whole staff and management. Resourcing and training are adequate. Good knowledge on all feedback from management and customer, awarding is fair. Full responsibility and self-control at individual level on personal working conditions and satisfaction of new professional requirements.</td>
</tr>
</tbody>
</table>
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Carol Dekkers and Manfred Bundschuh have written an excellent book, which should be added to the collections of all software managers and software metrics workers throughout the world.

Measurement and estimation of software projects has been extremely difficult for both technical and sociological reasons. The technical reasons include scores of poorly-defined and incompatible metrics, gaps or “leakage” from historical data, and the rather sparse collection of accurate benchmarks available to the general software community.

The sociological reasons center around the adversarial relationships between followers of rival metrics and measurement practices. For many years the “lines of code” metrics users have been at odds with the “function point” metrics users. Several other forms of measurement such as earned value, balanced scorecards, and goal-question metrics also have supporters and tend to ignore other forms of metrics.

In recent years the situation has become even more complex. As of 2008 there have been at least 24 function point variants, 5 methods for counting lines of code, and perhaps 15 other forms of measurement such as use case points, story points, object-oriented metrics, and others too numerous to cite.

Dekkers and Bundschuh navigate this tricky area with clarity and objectiveness. All of the major metrics variants are discussed and explained, and their pros and cons are noted.

The book also discusses the organizations that are trying to eliminate competition among the rival metrics camps and achieve some kind of consensus on what needs to be measured and how to go about it. Although there is still antagonism among the various rivals, this new book by Dekkers and Bundschuh is likely to be useful in leading to common goals and mutual understanding of what the various metrics were trying to accomplish.

Prior to the publication of this book, there was no easy way for followers of various metrics to learn about the other possibilities. While there are many books that discuss IFPUG function points, COSMIC function points, goal-question metrics, balanced scorecards, and all the others, this is the first book to try and show all of the major metrics in one volume.

This new book is a worthy companion to older books such as Barry Boehm’s Software Engineering Economics, Steve McConnell’s Software Estimation, Richard Stutzke’s Estimating Software-Intensive Systems, Roger Pressman’s Software Engineering - A Practitioner’s Approach, Steve Kan’s Metrics and Models in Software Engineering, and my own books Estimating Software Costs and Applied Software Measurement. All of these books attempt to show the synergistic relationships among wide-ranging topics, as does this new book by Dekkers and Bundschuh.
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