Appendix A

Number Theory Tools for Floating-Point Arithmetic

A.1 Continued Fractions

Continued fractions make it possible to build very good (indeed, the best possible, in a sense that will be made explicit by Theorems A.1 and A.2) rational approximations to real numbers. As such, they naturally appear in many problems of number theory, discrete mathematics, and computer science. Since floating-point numbers are rational approximations to real numbers, it is not surprising that continued fractions play a role in some areas of floating-point arithmetic. A typical example is Table 10.1: that table gives, among other results, the floating-point numbers that are nearest to an integer multiple of $\pi/2$, which is a typical continued-fraction problem. It allows one to design accurate range-reduction algorithms for evaluating trigonometric functions. Another example is the continued-fraction-based proof of the algorithm for performing correctly rounded multiplication by an arbitrary-precision constant, presented in Section 4.11.

Excellent surveys can be found in [237, 565, 334]. Here, we will just present some general definitions, as well as the few results that are needed in this book, especially in Chapters 4 and 10.

Let $\alpha$ be a real number. From $\alpha$, consider the two sequences $(a_i)$ and $(r_i)$ defined by

$$
\begin{align*}
    r_0 &= \alpha, \\
    a_i &= \lfloor r_i \rfloor, \\
    r_{i+1} &= \frac{1}{r_i - a_i},
\end{align*}
$$

(A.1)
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where \(\lfloor . \rfloor\) is the usual floor function. Note that the \(a_i\)'s are integers and that the \(r_i\)'s are real numbers.

If \(\alpha\) is an irrational number, then these sequences are defined for any \(i \geq 0\) (i.e., \(r_i\) is never equal to \(a_i\)), and the rational number

\[
\frac{P_i}{Q_i} = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ddots + \frac{1}{a_i}}}}
\]

is called the \(i\)-th convergent of \(\alpha\). The \(a_i\)'s constitute the continued fraction expansion of \(\alpha\). We write

\[
\alpha = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ddots}}}
\]

or, to save space,

\[
\alpha = [a_0; a_1, a_2, a_3, \ldots].
\]

If \(\alpha\) is rational, then these sequences terminate for some \(k\), and \(P_k/Q_k = \alpha\) exactly. The \(P_i\)'s and the \(Q_i\)'s can be deduced from the \(a_i\)'s using the following recurrences:

\[
\begin{align*}
P_0 &= a_0, \\
Q_0 &= 1, \\
P_1 &= a_1a_0 + 1, \\
Q_1 &= a_1, \\
P_k &= P_{k-1}a_k + P_{k-2} \quad \text{for } k \geq 2, \\
Q_k &= Q_{k-1}a_k + Q_{k-2} \quad \text{for } k \geq 2.
\end{align*}
\]

Note that these recurrences give irreducible fractions \(P_i/Q_i\); the values \(P_i\) and \(Q_i\) that are deduced from them satisfy \(\gcd(P_i, Q_i) = 1\).

The major interest in the continued fractions lies in the fact that \(P_i/Q_i\) is the best rational approximation to \(\alpha\) among all rational numbers of denominator less than or equal to \(Q_i\). More precisely, we have the following two results \[237\].

**Theorem A.1.** Let \((P_j/Q_j)_{j \geq 0}\) be the convergents of \(\alpha\). If a rational number \(P/Q\) is a better approximation to \(\alpha\) than \(P_k/Q_k\) (namely, if \(|P/Q - \alpha| < |P_k/Q_k - \alpha|\)), then \(Q > Q_k\).

**Theorem A.2.** Let \((P_j/Q_j)_{j \geq 0}\) be the convergents of \(\alpha\). If \(Q_{k+1}\) exists, then for any \((P, Q) \in \mathbb{Z} \times \mathbb{N}^*\), with \(Q < Q_{k+1}\), we have

\[
|P - \alpha Q| \geq |P_k - \alpha Q_k|.
\]
If \( Q_{k+1} \) does not exist (which implies that \( \alpha \) is rational), then the previous inequality holds for any \((P, Q) \in \mathbb{Z} \times \mathbb{N}^*\).

Interestingly enough, a kind of converse result exists: if a rational approximation to some number \( \alpha \) is extremely good, then it must be a convergent of its continued fraction expansion.

**Theorem A.3** ([237]). Let \( P, Q \) be integers, \( Q \neq 0 \). If
\[
\left| \frac{P}{Q} - \alpha \right| < \frac{1}{2Q^2},
\]
then \( P/Q \) is a convergent of \( \alpha \).

An example of continued fraction expansion of an irrational number is
\[
e = \exp(1) = 2 + \cfrac{1}{1 + \cfrac{1}{2 + \cfrac{1}{1 + \cfrac{1}{1 + \cfrac{1}{\ddots}}}}},
\]
which gives the following rational approximations to \( e \):
\[
\frac{P_0}{Q_0} = 2, \quad \frac{P_1}{Q_1} = 3, \quad \frac{P_2}{Q_2} = \frac{8}{3}, \quad \frac{P_3}{Q_3} = \frac{11}{4}, \quad \frac{P_4}{Q_4} = \frac{19}{7}, \quad \frac{P_5}{Q_5} = \frac{87}{32}.
\]

Other examples are
\[
\pi = 3 + \cfrac{1}{7 + \cfrac{1}{15 + \cfrac{1}{292 + \cfrac{1}{\ddots}}}}, \quad \sqrt{2} = 1 + \cfrac{1}{2 + \cfrac{1}{2 + \cfrac{1}{2 + \cfrac{1}{\ddots}}}}.
\]
A.2 Euclidean Lattices

A Euclidean lattice is a set of points that are regularly spaced in the Euclidean space $\mathbb{R}^n$ (see Definition A.1). It is a discrete algebraic object that is encountered in several domains of various sciences, including mathematics, computer science, electrical engineering, and chemistry. It is a rich and powerful modeling tool, thanks to the deep and numerous theoretical results, algorithms, and implementations available (see [90, 112, 226, 397, 557, 599] for example).

Applications of Euclidean lattices to floating-point arithmetic include the calculation of polynomial approximations with coefficients that are floating-point numbers (or double-word numbers) [68, 97] and the search for hardest-to-round points of elementary functions (see Chapter 10 and [571]).

Let $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$. We set

$$\|x\|_2 = (x|x)^{1/2} = (x_1^2 + \cdots + x_n^2)^{1/2} \quad \text{and} \quad \|x\|_\infty = \max_{1 \leq i \leq n} |x_i|.$$

**Definition A.1.** Let $L$ be a nonempty subset of $\mathbb{R}^n$. The set $L$ is a (Euclidean) lattice if there exists a set of $\mathbb{R}$-linearly independent vectors $b_1, \ldots, b_d$ such that

$$L = \mathbb{Z} \cdot b_1 \oplus \cdots \oplus \mathbb{Z} \cdot b_d = \left\{ \sum_{i \leq d} x_i \cdot b_i, x_i \in \mathbb{Z} \right\}.$$

The family $(b_1, \ldots, b_d)$ is a basis of the lattice $L$, and $d$ is called the rank of the lattice $L$.

For example, the set $\mathbb{Z}^n$ and all of its additive subgroups are lattices. These lattices play a central role in computer science since they can be represented exactly. We say that a lattice $L$ is integer (resp. rational) when $L \subseteq \mathbb{Z}^n$ (resp. $\mathbb{Q}^n$). An integer lattice of rank 2 is given in Figure A.1, as well as one of its bases.

A lattice is often given by one of its bases (in practice, a matrix whose rows or columns are the basis vectors). Unfortunately, as soon as the rank of the lattice is greater than 1, there are infinitely many such representations for any given lattice. In Figure A.2, we give another basis of the lattice of Figure A.1.

**Proposition A.1.** If $(e_1, \ldots, e_k)$ and $(f_1, \ldots, f_j)$ are two families of $\mathbb{R}$-linearly independent (column) vectors that generate the same lattice, then $k = j$ (this is the rank of the lattice), and there exists a $(k \times k)$ matrix $M$ with integer coefficients and determinant equal to $\pm 1$ such that $(e_i) = (f_i) \cdot M$.

Among the infinitely many bases of a specified lattice (if $k \geq 2$), some are more interesting than others. One can define various notions of what a
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Figure A.1: The lattice \( \mathbb{Z}(2, 0) \oplus \mathbb{Z}(1, 2) \).

Figure A.2: Two bases of the lattice \( \mathbb{Z}(2, 0) \oplus \mathbb{Z}(1, 2) \).

“good” basis is, but most of the time, it is required to consist of somewhat short vectors.

The two most famous computational problems related to lattices are the shortest and closest vector problems (SVP and CVP). Since a lattice is discrete, it contains a vector of smallest nonzero norm. That norm is denoted by \( \lambda \) and is called the minimum of the lattice. Note that the minimum is reached at least twice (a vector and its opposite), and may be reached more times. The discreteness also implies that, given an arbitrary vector of the space, there always exists a lattice vector closest to it (note that there can be several such vectors). We now state the search versions of SVP and CVP.

**Problem A.1. Shortest vector problem (SVP).** Given a basis of a lattice \( L \subseteq \mathbb{Q}^n \), find a shortest nonzero vector of \( L \), i.e., a vector of norm \( \lambda(L) \).

SVP naturally leads to the following approximation problem, which we call \( \gamma \)-SVP, where \( \gamma \) is a function of the rank only: given a basis of a lattice \( L \subseteq \mathbb{Q}^n \), find \( b \in L \) such that

\[
0 < \|b\| \leq \gamma \cdot \lambda(L).
\]
Problem A.2. Closest vector problem (CVP). Given a basis of a lattice $L \subseteq \mathbb{Q}^n$ and a target vector $t \in \mathbb{Q}^n$, find $b \in L$ such that $\|b - t\| = \text{dist}(t, L)$.

CVP naturally leads to the following approximation problem, which we call $\gamma$-CVP, where $\gamma$ is a function of the rank only: given a basis of a lattice $L \subseteq \mathbb{Q}^n$ and a target vector $t \in \mathbb{Q}^n$, find $b \in L$ such that

$$\|b - t\| \leq \gamma \cdot \text{dist}(t, L).$$

Note that SVP and CVP can be defined with respect to any norm of $\mathbb{R}^n$, and we will write SVP$_2$ and CVP$_2$ to explicitly refer to the Euclidean norm. These two computational problems have been studied extensively. We very briefly describe some of the results, and refer to [420] for more details.

Ajtai [4] showed in 1998 that the decisional version of SVP$_2$ (i.e., given a lattice $L$ and a scalar $x$, compare $\lambda(L)$ and $x$) is NP-hard under randomized polynomial reductions. The NP-hardness had been conjectured in the early 1980s by van Emde Boas [612], who proved the result for the infinity norm instead of the Euclidean norm. Khot [335] showed that Ajtai’s result still holds for the decisional version of the relaxed problem $\gamma$-SVP$_2$, where $\gamma$ is an arbitrary constant. Goldreich and Goldwasser [216] proved that, under very plausible complexity theory assumptions, approximating SVP$_2$ within a factor $\gamma = \sqrt{d / \ln d}$ is not NP-hard, where $d$ is the rank of the lattice. No polynomial-time algorithm is known for approximating SVP$_2$ within a factor $f(d)$ with $f$ a polynomial in $d$. On the constructive side, Kannan [325] described an algorithm that solves SVP$_2$ in time

$$d^{\frac{d(1+o(1))}{2e}} \approx d^{0.184d},$$

and in polynomial space (the complexity bound is proved in [233]). Ajtai, Kumar, and Sivakumar [5] gave an algorithm of complexity $2^{O(d)}$ both in time and space that solves SVP with high probability. Becker et al. [34] described a heuristic variant of that algorithm that runs in time $\approx \gamma^{0.292d}$. Similar results also hold for the infinity norm instead of the Euclidean norm.

In 1981, van Emde Boas [612] proved that the decisional version of CVP$_2$ is NP-hard (see also [419]). On the other hand, Goldreich and Goldwasser [216] showed, under very plausible assumptions, that approximating CVP$_2$ within a factor $\sqrt{d / \ln d}$ is not NP-hard. Similar results also hold for the infinity norm (see [488]). Unfortunately, no polynomial-time algorithm is known for approximating CVP to a polynomial factor. On the constructive side, Kannan [325] described an algorithm that solves CVP in time

$$d^{\frac{d(1+o(1))}{2}}$$

for the Euclidean norm and

$$d^{d(1+o(1))}$$

for the infinity norm (see [233] for the proofs of the complexity bounds).
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If we sufficiently relax the parameter $\gamma$, the situation becomes far better. In 1982, Lenstra, Lenstra, and Lovász \cite{LLL} gave an algorithm that allows one to get relatively short vectors in polynomial time. Their algorithm is now commonly referred to by the acronym LLL.

**Theorem A.4 (LLL \cite{LLL}).** Given an arbitrary basis $(a_1, \ldots, a_d)$ of a lattice $L \subseteq \mathbb{Z}^n$, the LLL algorithm provides a basis $(b_1, \ldots, b_d)$ of $L$ that is made of relatively short vectors. Among others, we have $\|b_1\| \leq 2^{(d-1)/2} \cdot \lambda(L)$. Furthermore, LLL terminates within $O(d^5 n \ln^3 A)$ bit operations with $A = \max_i \|a_i\|$.

More precisely, the LLL algorithm computes what is called a $\delta$-LLL-reduced basis, where $\delta$ is a fixed parameter which belongs to $(1/4, 1)$ (if $\delta$ is omitted, then its value is $3/4$, which is the historical choice). To define what a LLL-reduced basis is, we need to recall the Gram–Schmidt orthogonalization of a basis. Consider a basis $(b_1, \ldots, b_d)$. Its Gram–Schmidt orthogonalization $(b_1^*, \ldots, b_d^*)$ is defined recursively as follows:

- the vector $b_1^*$ is $b_1$;
- for $i > 1$, we set $b_i^* = b_i - \sum_{j<i} \mu_{i,j} b_j^*$, where $\mu_{i,j} = \frac{\langle b_i, b_j^* \rangle}{\|b_j^*\|^2}$.

Geometrically, the vector $b_i^*$ is the projection of the vector $b_i$ orthogonally to the span of the previous basis vectors $b_1, \ldots, b_{i-1}$. We say that the basis $(b_1, \ldots, b_d)$ is $\delta$-LLL-reduced if the following two conditions are satisfied:

- for any $i > j$, the quantity $\mu_{i,j}$ has magnitude less than or equal to $1/2$. This condition is called the size-reduction condition;
- for any $i$, we have $\delta \|b_i^*\|^2 \leq \|b_{i+1}^*\|^2 + \mu_{i+1,i}^2 \|b_i^*\|^2$. This condition is called Lovász’s condition. It means that orthogonally to the first $i - 1$ vectors, the $(i + 1)$-th vector cannot be arbitrarily small compared to the $i$-th vector.

LLL-reduced bases have many interesting properties. The most important one is probably that the first basis vector cannot be more than $2^{(d-1)/2}$ times longer than the lattice minimum. The LLL algorithm computes an LLL-reduced basis $(b_1, \ldots, b_d)$ of the lattice spanned by $(a_1, \ldots, a_d)$ by incrementally trying to make the LLL conditions satisfied. It uses an index $k$, which starts at 2 and eventually reaches $d + 1$. At any moment, the first $k - 1$ vectors satisfy the LLL conditions, and we are trying to make the first $k$ vectors satisfy the conditions. To make the size-reduction condition satisfied for the $k$-th vector, one subtracts from it an adequate integer linear combination of the vectors $b_1, \ldots, b_{k-1}$. This is essentially the same process as Babai’s nearest plane algorithm, described below. After that, one tests Lovász’s condition. If it is satisfied, then the index $k$ can be incremented. If not, the vectors $b_k$ and $b_{k-1}$ are swapped, and the index $k$ is decremented. The correctness of
the LLL algorithm is relatively simple to prove, but the complexity analysis is significantly more involved. We refer the interested reader to [382].

The LLL algorithm has been extensively studied since its invention [324, 544, 576, 463, 465, 457]. Very often in practice, the returned basis is of better quality than the worst-case bound given above and is obtained faster than expected. We refer to [463] for more details about the practical behavior of the LLL algorithm.

Among many important applications of the LLL algorithm, Babai [23] extracted from it a polynomial-time algorithm for solving CVP with an exponentially bounded approximation factor. We present it in Algorithm A.1.

**Theorem A.5** (Babai [23]). Given an arbitrary basis \((b_1, \ldots, b_d)\) of a lattice \(L \subseteq \mathbb{Z}^n\), and a target vector \(t \in \mathbb{Z}^n\), Babai’s nearest plane algorithm (Algorithm A.1) finds a vector \(b \in L\) such that

\[ \|b - t\|_2 \leq 2^d \cdot \text{dist}_2(t, L). \]

Moreover, it finishes in polynomial time in \(d, n, \ln A\), and \(\ln \|t\|\), where \(A = \max_i \|a_i\|\).

**Algorithm A.1** Babai’s nearest plane algorithm. The inputs are an LLL-reduced basis \((b_i)_{1 \leq i \leq d}\), its Gram–Schmidt orthogonalization \((b_i^\ast)_{1 \leq i \leq d}\), and a target vector \(t\). The output is a vector in the lattice spanned by the \(b_i\)'s that is close to \(t\).

\[
v \leftarrow t
\]

for \((j = d; j \geq 1; j--)\) do

\[
v \leftarrow v - \left( \frac{\langle v, b_j^\ast \rangle}{\langle b_j^\ast, b_j^\ast \rangle} \right) b_j
\]

end for

return \(t - v\)

Babai’s algorithm may also be described with the LLL algorithm directly. This may be seen as a particular case of Kannan’s embedding technique [326]. This may be simpler to implement, in particular, if one has access to an implementation of LLL. We give that variant in Algorithm A.2.

**Algorithm A.2** Babai’s nearest plane algorithm, using LLL. The inputs are an LLL-reduced basis \((b_i)_{1 \leq i \leq d}\) and a target vector \(t\). The output is a vector in the lattice spanned by the \(b_i\)'s that is close to \(t\).

\[
\text{for } (j = 1; j \leq d; j++) \text{ do}
\]

\[
c_j \leftarrow (b_j, 0)
\]

end for

\[
B \leftarrow \max_i \|b_i\|; c_{d+1} \leftarrow (t, B)
\]

\[
(c'_1, \ldots, c'_{d+1}) \leftarrow \text{LLL}(c_1, \ldots, c_{d+1})
\]

return \(c_{d+1} - c'_{d+1}\)
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Previous Floating-Point Standards

B.1 The IEEE 754-1985 Standard

The binary part of the IEEE 754-2008 standard is an evolution of IEEE 754-1985. Hence a large part of what we have presented in Chapter 3 was already present in IEEE 754-1985. In the following, we therefore mainly focus on the differences.

B.1.1 Formats specified by IEEE 754-1985

Of course, since IEEE 754-1985 focused on binary floating-point arithmetic, there were no decimal formats. The two basic formats were

- single precision: this is the format now called binary32 in IEEE 754-2008 (same parameters and bit encoding);

- double precision: this is the format now called binary64 (same parameters and bit encoding).

There was no 16-bit or 128-bit format.

To each basic format, the IEEE 754-1985 standard associated an extended format. The standard recommended an extended format for the widest basic format supported only. Hence, to the best of our knowledge, the single-extended precision has never been implemented: when double precision was available, it fulfilled all the purposes of a single-extended format. Table B.1 gives the main parameters of the formats specified by IEEE 754-1985.
### B.1.2 Rounding modes specified by IEEE 754-1985

The IEEE 754-1985 standard defined four rounding modes: round toward $-\infty$ (rounding function $RD$), round toward $+\infty$ (rounding function $RU$), round toward zero (rounding function $RZ$), and round to nearest ties to even (RN), also called round to nearest even. There was no round to nearest ties to away (it was brought up by IEEE 754-2008).

### B.1.3 Operations specified by IEEE 754-1985

#### B.1.3.1 Arithmetic operations and square root

The IEEE 754-1985 standard required that addition, subtraction, multiplication, and division of operands of the same format be provided, for all supported formats, with correct rounding (with the four rounding modes presented above). The standard also required a correctly rounded square root in all supported formats. The FMA (fused multiply-add) operator was not specified.

It was also permitted (but not required) that these operations be provided (still with correct rounding) for operands of different formats (in such a case, the destination format had to be at least as wide as the wider operand’s format).

#### B.1.3.2 Conversions to and from decimal strings

At the time the IEEE 754-1985 standard was released, some of the algorithms presented in Section 4.9 were not known. This explains why the requirements of the standard were clearly below what one could now expect. The 2008 version of the standard has much stronger requirements.

---

**Table B.1: Main parameters of the four formats specified by the IEEE 754-1985 standard [12](c)IEEE, 1985, with permission).** A specific single-extended format has not been implemented in practice. The last line describes the double-extended format introduced by Intel in the 387 FPU, and available in subsequent IA32 compatible processors by Intel, Cyrix, AMD, and others.

<table>
<thead>
<tr>
<th>Format</th>
<th>Hidden bit</th>
<th>Precision $p$</th>
<th>$\epsilon_{\text{min}}$</th>
<th>$\epsilon_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single precision</td>
<td>yes</td>
<td>24</td>
<td>$-126$</td>
<td>127</td>
</tr>
<tr>
<td>Double precision</td>
<td>yes</td>
<td>53</td>
<td>$-1022$</td>
<td>1023</td>
</tr>
<tr>
<td>Single-extended</td>
<td>optional</td>
<td>$\geq 32$</td>
<td>$\leq -1022$</td>
<td>$\geq 1023$</td>
</tr>
<tr>
<td>Double-extended</td>
<td>optional</td>
<td>$\geq 64$</td>
<td>$\leq -16382$</td>
<td>$\geq 16383$</td>
</tr>
<tr>
<td>Double-ext. (IA32)</td>
<td>no</td>
<td>64</td>
<td>$-16382$</td>
<td>16383</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>Decimal to binary</th>
<th>Binary to decimal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M_{10,\text{max}}^{(1)}$</td>
<td>$E_{10,\text{max}}^{(1)}$</td>
</tr>
<tr>
<td>Single precision</td>
<td>$10^9 - 1$</td>
<td>99</td>
</tr>
<tr>
<td>Double precision</td>
<td>$10^{17} - 1$</td>
<td>999</td>
</tr>
</tbody>
</table>

Table B.2: The thresholds for conversion from and to a decimal string, as specified by the IEEE 754-1985 standard [12] (©IEEE, 1985, with permission).

The requirements of the IEEE 754-1985 standard were:

- conversions must be provided between decimal strings in at least one format and binary floating-point numbers in all basic floating-point formats, for numbers of the form
  \[ \pm M_{10} \times 10^{\pm E_{10}} \]
  with $M_{10} \geq 0$ and $E_{10} \geq 0$;

- conversions must be correctly rounded for operands in the ranges specified in Table B.3;

- when the operands are not in the ranges specified in Table B.3:
  - in round-to-nearest mode, the conversion error cannot exceed 0.97 ulp of the target format;
  - in the directed rounding modes, the “direction” of the rounding must be honored (e.g., for round-toward $-\infty$ mode, the delivered result must be less than or equal to the initial value), and the rounding error cannot exceed 1.47 ulp of the target format;

- conversions must be monotonic (if $x \leq y$ before conversion, then $x \leq y$ after conversion);

- when rounding to nearest, as long as the decimal strings have at least 9 digits for single precision and 17 digits for double precision, conversion from binary to decimal and back to binary must produce the initial value exactly (Table B.2). This allows one to store intermediate results in files, and to read them later on, without losing any information, as explained in Chapter 2, Section 4.9.

B.1.4 Exceptions specified by IEEE 754-1985

The five exceptions listed in Section 2.5 (invalid, division by zero, overflow, underflow, inexact) had to be signaled when detected, either by taking a trap or by setting a status flag. The default was not to use traps.
### Decimal to binary

<table>
<thead>
<tr>
<th></th>
<th>Single precision</th>
<th>Double precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{10,\text{max}}^{(1)}$</td>
<td>$10^9 - 1$</td>
<td>$10^{17} - 1$</td>
</tr>
<tr>
<td>$E_{10,\text{corr}}^{(1)}$</td>
<td>$13$</td>
<td>$27$</td>
</tr>
</tbody>
</table>

#### Table B.3: Correctly rounded decimal conversion range, as specified by the IEEE 754-1985 standard [12] (©IEEE, 1985, with permission).

### B.2 The IEEE 854-1987 Standard

The IEEE 854-1987 standard [13] covered “radix-independent” floating-point arithmetic. This does not mean that all possible radices were considered: actually, that standard only focused on radices 2 and 10. We will just present it briefly (it is now superseded by IEEE 754-2008 [267]).

Unlike IEEE 754-1985, the IEEE 854-1987 standard did not fully specify formats or internal encodings. It merely expressed constraints between the parameters $\beta$, $e_{\text{min}}$, $e_{\text{max}}$, and $p$ of the various precisions provided by an implementation. It also said that for each available precision, we must have two infinities, at least one signaling NaN, and at least one quiet NaN (as in the IEEE 754-1985 standard). In the remainder of this section, $\beta$ is equal to 2 or 10. The same radix must be used for all available precisions: an arithmetic system compliant to IEEE 854-1987 is either binary or decimal, but it cannot mix up the two kinds of representations.

#### B.2.1 Constraints internal to a format

A balance must be found between the precision $p$ and the value of the extremal exponents $e_{\text{min}}$ and $e_{\text{max}}$. If $p$ is too large compared to $|e_{\text{min}}|$ and $e_{\text{max}}$, then underflows or overflows may occur too often. Also, there must be some balance between $e_{\text{min}}$ and $e_{\text{max}}$: to avoid underflows or overflows when computing reciprocals of normalized floating-point numbers as much as possible, one might want $e_{\text{min}} \approx -e_{\text{max}}$. Since underflow (more precisely, *gradual underflow*, with subnormal numbers available) is less harmful than overflow, it is preferable to have $e_{\text{min}}$ very slightly above $1 - e_{\text{max}}$. Here are the constraints specified by the IEEE 854-1987 standard.

- We must have
  \[
  \frac{e_{\text{max}} - e_{\text{min}}}{p} > 5,
  \]
  and it is recommended that
  \[
  \frac{e_{\text{max}} - e_{\text{min}}}{p} > 10.
  \]

---

$^1$This is why the IEEE 754-2008 standard now requires $e_{\text{min}} = 1 - e_{\text{max}}$ for all formats.
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We must have $\beta^{p-1} \geq 10^5$.

$\beta^{e_{\max}+e_{\min}+1}$ should be the smallest power of $\beta$ greater than or equal to 4 (which was a very complicated way of saying that $e_{\min}$ should be $1 - e_{\max}$ in radix 2 and $-e_{\max}$ in radix 10).

For instance, the binary32 format of IEEE 754-2008 satisfies these requirements: with $\beta = 2$, $p = 24$, $e_{\min} = -126$, and $e_{\max} = 127$, we have

\[
\begin{align*}
\frac{e_{\max} - e_{\min}}{p} &= 10.54\ldots > 10; \\
\beta^{p-1} &= 2^{23} \geq 10^5; \\
\beta^{e_{\max}+e_{\min}+1} &= 2^2 = 4.
\end{align*}
\]

B.2.2 Various formats and the constraints between them

The narrowest supported format was called single precision. When a second, wider basic format is supported, it was called double precision. The required constraints between their respective parameters $e_{\min s}$, $e_{\max s}$, $p_s$ and $e_{\min d}$, $e_{\max d}$, $p_d$ were:

- $\beta^{p_d} \geq 10\beta^{2p_s}$;
- $e_{\max d} \geq 8e_{\max s} + 7$;
- $e_{\min d} \leq 8e_{\min s}$.

Extended precisions were also possible. For obvious reasons, the only extended precision that was recommended was the one associated with the widest supported basic precision. If $e_{\min}$, $e_{\max}$, and $p$ are the extremal exponents and precision of that widest basic precision, the parameters $e_{\min e}$, $e_{\max e}$, and $p_e$ of the corresponding extended precision had to satisfy:

- $e_{\max e} \geq 8e_{\max} + 7$;
- $e_{\min e} \leq 8e_{\min}$;
- if $\beta = 2$,
  \[
  p_e \geq p + \lceil \log_2 (e_{\max} - e_{\min}) \rceil; \tag{B.1}
  \]
- for all $\beta$, $p_e \geq 1.2p$.

It was also recommended that

\[
p_e > 1 + p + \frac{\log (3 \log(\beta) (e_{\max} + 1))}{\log(\beta)} \tag{B.2}
\]

The purpose of constraint (B.1) was to facilitate the support of conversion to and from decimal strings for the basic formats, using algorithms that were available at that time. The purpose of (B.2) was to make accurate implementation, in the basic formats, of the power function $x^y$ simpler.
B.2.3 Rounding

The IEEE 854-1987 standard required that the arithmetic operations and the square root be correctly rounded. Exactly as for IEEE 754-1985, four rounding modes were specified: rounding toward \(-\infty\), toward \(+\infty\), toward 0, and to nearest ties to even.

B.2.4 Operations

The arithmetic operations, the remainder operation, and the square root (including the \(\sqrt{-0} = -0\) requirement) were defined very much as in IEEE 754-1985.

B.2.5 Comparisons

The comparisons were defined very much as in IEEE 754-1985. Especially, every NaN compares “unordered” with everything including itself: the test “\(x \neq x\)” must return true if and only if \(x\) is a NaN.

B.2.6 Exceptions

The IEEE 754-1985 way of handling exceptions was also chosen for IEEE 854-1987.

B.3 The Need for a Revision

The IEEE 754-1985 standard was a huge improvement. It soon became implemented on most platforms of commercial significance. And yet, 15 years after its release, there was a clear need for a revision.

- Some features that had become common practice needed to be standardized: e.g., the “quadruple-precision” (i.e., 128-bit wide, binary) format, the fused multiply-add operator.

- Since 1985, new algorithms were published that allowed one to easily perform computations that were previously thought too complex. Typical examples are the radix conversion algorithms presented in Section 4.9: now, for an internal binary format, it is possible to have much stronger requirements on the accuracy of the conversions that must be done when reading or printing decimal strings. Another example is the availability of reasonably fast libraries for some correctly rounded elementary functions: the revised standard can now deal with transcendental functions and recommend that some should be correctly rounded.
• There were some ambiguities in IEEE 754-1985. For instance, when evaluating expressions, when a larger internal format is available in hardware, it was unclear in which format the implicit intermediate variables should be represented.

B.4 The IEEE 754-2008 Revision

The IEEE 754-1985 standard has been revised from 2000 to 2006, and the revised standard was adopted in June 2008. Some of the various goals of the working group were as follows (see http://grouper.ieee.org/groups/754/revision.html):

• merging the 854-1987 standard into the 754-1985 standard;
• reducing the implementation choices;
• resolving some ambiguities in the 754-1985 standard (especially concerning expression evaluation and exception handling). The revised standard allows languages and users to focus on portability and reproducibility, or on performance;
• standardizing the fused multiply-add (FMA) operation, and
• including quadruple precision.

Also, the working group had to cope with a very strong constraint: the revised standard would rather not invalidate hardware that conformed to the old IEEE 754-1985 standard.
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