Glossary

**Aggregation** is a process of finding, gathering and merging data.

**Algorithm** is a mathematical formula that gives the computer a set of rules to follow to perform data analysis. Think of an algorithm as a set of directions or a recipe for combining data to get a solution.

**Anomaly detection** is the search for data in a data set that does not match a projected pattern. Anomalies are also known as outliers. They may provide critical and actionable information.

**Anonymization** is the process of making data anonymous; no ability to attribute the data to a specific individual; removing all data that could identify a person.

**Application program interface (API)** is a set of routines, protocols, and tools for building software applications. It specifies how the software components should interact and how to build the graphical user interface (GUI) so that it interacts with the software.

**Big data** is a term for data sets that are so large or complex that traditional data processing applications are inadequate. The data is characterized by volume, velocity, and variety. These very large data sets may be analyzed to reveal patterns and relationships, particularly about human behavior and interactions.

**Causality** is the relationship between cause and effect. This is often the goal of research.

**Classification analysis** is a process for obtaining information about data; also called metadata.

**Cloud computing/storage** is a distributed computing system over a network of remote servers hosted in the Internet rather than on a local device; used for storing data off site; saving a file to the cloud ensures access with any computer that has an Internet connection.

**Clustering analysis** is a statistical process for identifying objects that are similar to one another and to cluster them to reveal both similarities and differences.

**Commodification** is the transformation of data, ideas, services, and products into objects of trade. These data, ideas, services, and products become commodities in the marketplace.

**Comparative analysis** is a specified process of comparisons and calculations to detect patterns within very large data sets.
Complex structured data is composed of two or more complex, complicated, and interrelated parts that cannot be easily interpreted by structured query languages (SQL) and tools.

Computer generated data is simply data that is generated by a computer as it does its calculations, e.g. log files, time stamps, algorithm checking.

Correlation analysis is a statistical process to determine the relationship between variables; the relationships may be positive or negative.

Dashboard is graphical representation(s) of one or more analyses performed by an algorithm; only the results are shown, not the data or the calculations.

Data refers to a description of something that allows it to be recorded, analyzed, and reorganized; the observation and measurement of a phenomena created data.

Data analyst is someone who cleans/wrangles, analyzes, models, and processes data.

Data ethical guidelines guide an organization in making data management transparent. This is part of insuring privacy and security for the data.

Data feed is a live streaming of data. This is used by Twitter, news feeds, and RSS (really simple syndications) feeds.

Data governance is the management of the availability, usability, integrity, and security of the data owned by an organization. A program of data governance includes a governing body, policies, procedures, and plans to execute the procedures.

Data lake(s) refer to a massive, easily accessible data repository designed to retain all data attributes and built on relatively inexpensive computer hardware for storing big data.

Data modeling is the analysis of data objects using data modeling techniques (such as Unified Modeling language [UML]) to create insights concerning the data.

Data science. While there is no widely accepted definition of data science, several experts have made an effort. Loukides (2012) says that using data isn’t, by itself, data science. Data science is using data to create a data application that acquires value from the data itself and creates more data or a data product. Dumbill says that big data and data science create “the challenges of massive data flows, and the erosion of hierarchy and boundaries, will lead us to the statistical approaches, systems thinking and machine learning we need to cope with the future we’re inventing” (p.17, 2012). O’Neil and Schutt (2014) add the following skills for data science: computer science, math, statistics, machine learning, domain expertise, communication and presentation skills, and data visualization. A further distinction about data science is that the product of engaging in data science is creating a data product that feeds data back into the system for another iteration of analysis, a practical endeavor not traditional research.

Data scientist is a person who is able to search for data and develop algorithms to process the data. This may involve programming and statistics.

Data set is a collection of data.

Data visualization is the representation of data in a visual format that is a complex graph that includes many variables while remaining understandable and readable.
Data wrangling/cleaning/munging are synonyms for the process of reviewing and revising data to delete duplicates, correct errors, deal with missing data, provide consistency, and standardize formats.

Datafication turns a phenomenon into a quantified format so it can be tabulated and analyzed. The earliest foundation of datafication is the measuring and recording which facilitated the creation of data.

Database is a digital collection of data stored using specified techniques depending on the type of database. Databases can be hierarchical, relational, object, graphical, or a hybrid.

Digitization makes analog information readable to computers; makes it easier to store and process. Digitization is the process of converting analog information into the zeros and ones of binary code so computers can handle it.

Distributed file system is a system that stores, analyzes, and processes data from many sites.

Electronic Health Record (EHR) is a longitudinal record, stored in a database, of a patient’s health information from their encounters in all care settings. It includes demographics, health history, problem list, medications, progress notes, check lists, immunizations, laboratory and diagnostic tests, images, vital signs, consultations, and therapies received by the patient.

Epigenetics is the study of inheritable changes (either mitotically or meiotically) that alter gene expression and phenotypes, but are independent from the underlying DNA sequence.

Exploratory data analysis was proposed by John Tukey in 1977. The procedure describes the data and finds its main characteristics. It also finds patterns in the data without standard procedures or methods.

Exposome describes the complementary environmental component of the gene-environment interaction indicative of complex traits and diseases.

Extract, transform, and load (ETL) is a database process that identifies and moves a set of data from one database to another. It is also used for the same purpose in data warehouses.

Fault-tolerance design is used to design computer systems that will continue to work if part of the system fails.

Funding opportunity announcements (FOAs) are announcements posted by the federal government, foundations, or other funding bodies. These FOAs solicit program or research proposals for specified target areas of research or services.

Genetic risk scores (GRS) are developed using algorithms about genetic risk (based on big data) to predict the risk for a specific individual. Genetic risk is the probability that a trait will occur in a family. The probability is based on the genetic pattern of transmission.

Grid computing is connecting different computer systems from different locations. The connection is often done via the Cloud.

Hadoop is an open-source Java-based programming framework that supports the processing of large data sets in a distributed computing environment. It is part of the Apache project sponsored by the Apache Software Foundation.
**HBase** is a NoSQL database designed to work with Hadoop when the volume of data exceeds the capacity of a relational database.

**Hadoop distributed file system (HDFS)** is a file system designed to work with Hadoop. HDFS is a file system that stores data on multiple computers or servers. The design of HDFS facilitates a high throughput and scalable processing of data.

**Health disparity** is a particular type of health difference that is closely linked with social, economic, and/or environmental disadvantage.

**Health equity** is the attainment of the highest level of health for all people. Achieving health equity requires valuing everyone equally with focused and ongoing societal efforts to address avoidable inequities, historical and contemporary injustices, and the elimination of health and health care disparities.

**In-memory database** is a database management system that stores data in the main memory of the computer instead of on a disk. This characteristic facilitates very fast processing, storing and loading of data.

**Internet of Things (IoT)** are devices with sensors that connect to the Internet. The devices generate data and can be analyzed for relationships.

**Interoperability** is the ability of health information systems to share data and information within and across organizational boundaries to promote effective health care.

**Location data** is the data generated by Geo-Positioning Satellites (GPS). The data is recorded in longitude and latitude and describes a geographical location.

**Log file** is a file that is generated by a computer that documents all events taking place in the computer while it is operational.

**Machine data** is data created by machines by sensors or algorithms.

**Machine learning** is a subset of artificial intelligence. Through algorithms machines learn from what they are doing and become more efficient over time. Machine learning is a key component of data science and is used in big data analysis.

**MapReduce**, invented by Google, is software for processing very large amounts of data. The MapReduce algorithm is used to divide a large query into multiple smaller queries. Then it sends those queries (the Map) to different processing nodes and then combines (the Reduce) those results back into one query.

**Massively parallel processing (MPP)** uses numerous processes, located in many separate computers, to perform computational tasks at the same time.

**Mathematical model** is an abstract model that uses mathematical language to describe the behavior of a system.

**Metadata** is data about data; giving information about the characteristics of the data.

**News feed(s)** refer to continuous transmission of data (consisting of news updates) to websites through a syndicated news service provider. Subscribers receive the news feed(s) or web feed(s) as summaries or links to the original news source.

**NoSQL databases** are used when the volume of data exceeds the capacity of a relational database.
Nurse data scientists are educated as nurses and then pursue a research doctorate or post-doctorate in a data science field (data analytics, computer science). The primary research focus of a nurse data scientist is on methods and analytics as opposed to specific health and illness concerns of individuals, families, communities or populations.

Nursing informatics is defined by the American Nurses Association as the specialty that combines nursing science, computer science, and information science to manage and communicate data, information, knowledge, and wisdom in nursing practice.

Oomics is the application of powerful high through-put molecular techniques to generate a comprehensive understanding of DNA, RNA, proteins, intermediary metabolites, micronutrients and so forth involved in biological pathways resulting in phenotypes.

Ontology, from a computer science perspective, is created to represent knowledge as a set of concepts and their relationships with one another within a domain. Ontologies limit complexity and organize information, thus they can be used to solve problems.

Outlier is a piece(s) of data that deviate significantly from the other data in the data set. It is important to detect these during data wrangling/cleaning and exploratory analysis since it might indicate something useful happening.

Pattern recognition is identifying patterns within the data using algorithms. It is used to make predictions about new data coming from the same source.

Population health refers to the management and improvement of health outcomes for a group of individuals, including the distribution of such outcomes within the group. Managed Care under Population Health organizes populations and panels under the care of delivery systems, practices and physicians with accountability for the health of all enrollees and for the resources and costs of providing this care.

Portability is the ability of different types of hardware that allow software to operate on a variety of platforms employing different operating systems.

Precision medicine/personalized healthcare is a medical model that proposes to customize healthcare by incorporating medical decisions, practices, and products that are based on individual variability in genes, environment, and lifestyle.

Precision nursing uses big data from diverse sources; genetic records, medical and insurance records, data from social media, and wearable sensors are effectively harnessed to outline a detailed picture of the patient and offer a customized healthcare solution. Using big data customized treatment plans to specific individuals based on their preferences are provided. Precision nursing enhances the nurse’s ability to detect complex nursing problems during initial stages which is imperative for effective and successful treatment and to offer treatment for lifestyle-related diseases by intrinsically analyzing data pertaining to lifestyle patterns of patients.

Public health refers to the function of state and local governments to provide services for preventing epidemics, containing environmental hazards, and encouraging healthy behaviors. The Future of the Public’s Health in the 21st Century calls for significant movement in “building a new generation of intersectoral partnerships...
that draw on the perspectives and resources of diverse communities and actively engage them in health action.”

Python is a general purpose programming language created in the late 1980s, and named after Monty Python. It is considered to be the optimal language used in data science by people with a computer science background.

Quantified self is a movement to use applications to track an individual’s every move (activity) during the day to better understand one’s behavior and health.

Query is asking a question of the data to gain information to answer a question. It is done through a query language, e.g. SQL, Hive, or Pig.

R is a programming language for statistical computing and graphics. It is supported by the R Foundation for Statistical Computing. The R language is widely used among statisticians and data miners for developing statistical software and data analysis.

Re-identification is a process for re-identifying an individual from an anonymized data set.

Radio Frequency Identification (RFID) is a sensor that uses a wireless non-contact radio-frequency electromagnetic field to transfer data.

Real-time data is data that is created, processed, stored, analyzed, and visualized in milliseconds.

Schema-on-read is a data analysis strategy in new data-handling tools like Hadoop and other more involved database technologies. In schema-on-read, data is applied to a plan or schema as it is extracted out of a stored location, rather than as it is entered.

Schema-on-write has been the standard in relational databases. Before any data is entered, the structure of that data is strictly defined, and that metadata stored and tracked. Irrelevant data is discarded and data types, lengths and positions are all defined and enforced with constraints.

Secondary use of health data applies to patient data used, not for the delivery of care, but for other purposes. These purposes may be for research, quality and safety measurement, public health, billing/payment, provider credentialing, marketing, and other entrepreneurial applications.

Semi-structured data is a form of structured data that does not have a formal structure like structured data (using a set of standards or terminology to specify meaning), but does have tags, metadata, or other markers to enforce a hierarchy of records.

Sentiment analysis uses algorithms to determine how people feel about certain topics.

Signal analysis is the extraction of information from complex signals in the presence of noise, generally by conversion of the signals into digital form followed by analysis using various algorithms. This is important when testing sensor data that uses time or other varying physical quantities.

Social determinants of health are conditions that shape a person’s health: where they are born, grow, live, work and age, including the health system, and distribution of resources at global, national and local levels.
Structured data is data that is identifiable as it is organized in rows and columns. The data resides in fixed fields within a record/file (as in a relational database).

Transactional data is dynamic data that changes over time.

Transparency is a process that data owners provide consumers that generate the data to inform the consumer how the data is being used.

Unstructured data is data that is usually text in nature, though numbers and dates may be included. There is no known location for the data as there is for structured data.

Value is generated from data by the decision made and the products produced from that data.

Variability occurs when the meaning of the data can change rapidly. For example, in the same tweet a word can have more than one meaning.

Variety indicates the many different formats that data has in the big data world. The data is not ordered, due to its source or collection strategy, and it is not ready for processing. Even the data sources are highly diverse: text data from social networks, images, or raw data from a sensor. Big data is known as messy data with error and inconsistency.

Velocity is the speed at which data is created, stored, analyzed and visualized. Data flows into systems and is processed in batch, periodic, near real time, or real time.

Veracity is the correctness or integrity of the data. This should be established before analysis is performed.

Volume is the amount of data. Data volume is quantified by a unit of storage that holds a single character, or one byte.

Wisdom and clairvoyance, in big data, is the ability to predict and correct before a user knows something is wrong. Traditionally, wisdom is the ability to think and act using knowledge, experience, understanding, common sense, and insight.

YARN (Yet Another Resource Negotiator) is a management system that keeps track of CPU, RAM, and disk space and insures that processing runs smoothly.
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