Appendix A: Matrix Identities

(a) Woodbury’s Matrix Identity

\[
(A + uv^T)^{-1} = A^{-1} - \frac{[A^{-1}u][v^T A^{-1}]}{1 + v^T A^{-1}u}
\]  
(A.1)

(b) Matrix Inverse Identity

\[(A + BCD)^{-1} = A^{-1} - A^{-1}B(DA^{-1}B + C^{-1})^{-1}DA^{-1}
\]  
(A.2)

(c) Matrix-Vector Inverse Identity

\[
\begin{bmatrix}
U^T U & U^Td \\
d^T U & d^Td
\end{bmatrix}^{-1} = \begin{bmatrix}
(U^T U)^{-1} + \beta U^# dd^T(U^#)^T & -\beta U^# d \\
-\beta d^T(U^#)^T & \beta
\end{bmatrix},
\]  
(A.3)

where

\[U^# = (U^T U)^{-1}U\]

and

\[\beta = \left\{d^T \left[I - U(U^T U)^{-1}U^T\right]d\right\}^{-1} = \left\{d^T [P^u] d\right\}^{-1}.
\]

(d) Matrix-Inverse Identity

\[\beta = \left\{d^T \left[I - U(U^T U)^{-1}U^T\right]d\right\}^{-1} = \left\{d^T [P^u] d\right\}^{-1},
\]  
(A.4)

where \(I = [C - B^T A^{-1}B]^{-1}\).
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