Appendix: Software for Adaptive Designs

The availability of software is a necessary condition for the applicability and acceptance of a statistical methodology. Many of the procedures proposed for adaptive designs additionally require high levels of computational performance such that software should be able to perform complex computations in a relatively short time. This kind of software is available today, and we briefly review the available software in this chapter which is a bit more general review as the one provided in Bauer et al. (2016). Up to now, the reviews of software packages concentrated on packages specifically designed for group sequential methods (Emerson 1996; Wassmer 2006; Zhu et al. 2011), the reason simply being that software for adaptive designs was not available at that time. A review of software for adaptive designs is provided in Tymofyeyev (2014).

One essential core of many if not all packages available for group sequential design is the numerical computation of the multivariate normal integral as described in Chap. 1. For group sequential designs it turns out that due to the independent increment structure of the underlying stochastic process the multivariate integral can be computed through the successive computation of univariate integrals. This is a consequence of the well-known recursive integration formula described in Armitage et al. (1969), and makes the computation feasible. It is interesting to recognize that these authors were already able to provide accurate results for the problem for up to 100 dimensions, i.e., stages of the trial. Due to the enormous growth in the computational capacity many alternative algorithms are available today that make the computation feasible. For an overview, see Genz and Bretz (2009).

A wide range of computations necessary in the context of the assessment of group sequential designs is possible with the use of software programs freely available on the homepage of Christopher Jennison: www.bath.ac.uk/~mascj. He provides the Fortran code for all the tabulated results of the Jennison and Turnbull monograph on group sequential designs in clinical trials (Jennison and Turnbull 2000). This might
serve as a very valuable tool to find the source code for algorithms to be used in group sequential designs.

Fortran programs for the computation of the use function approach are available from the University of Wisconsin School of Medicine and Public Health site [www.biostat.wisc.edu/content/lan-demets-method-statistical-programs-clinical-trials](http://www.biostat.wisc.edu/content/lan-demets-method-statistical-programs-clinical-trials) programs for Computing Group Sequential Boundaries Using the Lan-DeMets Method, Version 2.1. It comes with a Microsoft Windows graphical user interface and hence additionally provides a convenient way to perform the calculation. The last update is from 11/2003. So this tool was not further developed, and it is restricted to the use function approach. However, an R tool is available now (see below). R is free, and it also compiles and runs on a wide variety of UNIX platforms, Windows, and MacOS. This might be advantageous, and reason for its widespread use. We checked CRAN (Comprehensive R Archive Network) cran.rstudio.com on January 20, 2015, and list the available packages which are available, together with a short description and its potential use in adaptive designs. We hope to provide a more or less complete list though it is emphasized that this is a dynamic development and we expect a lot of more packages in the near future. We also note that we concentrate on tools for confirmatory adaptive designs and not on tools especially developed for early phase dose-finding trials.

- **adaptTest**: Adaptive two-stage tests (Vandemeulebroecke 2009). The functions defined in this program serve for implementing adaptive two-stage adaptive tests that are based on the combination testing principle.
- **AGSDest**: Estimation in adaptive group sequential trials (Hack et al. 2013). This module enables the calculation of confidence intervals in adaptive group sequential trials.
- **asd**: Simulations for adaptive seamless designs (Parsons 2013). This package runs simulations for adaptive seamless designs with and without early outcomes for treatment selection and population enrichment type designs.
- **gMCP**: Graph Based Multiple Comparison Procedures (Rohmeyer and Klinglmüller 2014). This package provides functions and a graphical user interface for adaptive (Klinglmüller et al. 2014) and non-adaptive (Bretz et al. 2009b) graph-based multiple comparison procedures.
- **GroupSeq**: A GUI-based program to compute probabilities regarding group sequential designs (Pahl 2014). This program can be used for assessing the test characteristics of group sequential design and providing the boundaries for a group sequential approach or an inverse normal combination test approach.
- **gsDesign**: Group Sequential Design (Anderson 2014). gsDesign is a comprehensive package that derives group sequential designs and describes their properties. A graphical user interface gsDesignExplorer is available as well. The resulting boundaries can be used for adaptive settings.
- **interAdapt** (Fisher et al. 2014). This is an interactive tool for designing and evaluating certain types of adaptive enrichment designs.
- **ldbounds** Lan-DeMets method for group sequential boundaries (Casper and Perez 2014) is based on the Fortran from the University of Wisconsin and can also be used to provide the test characteristics of the use function approach.
– PwrGSD: Power in a Group Sequential Design (Izmirlian 2014). This program evaluates analysis plans for sequentially monitored trials on a survival endpoint. It can also be used to perform power calculations in a group sequential setting.

– seqmon: Sequential Monitoring of Clinical Trials (Schoenfeld 2012). This program elementarily computes the probability of crossing sequential boundaries in a clinical trial and uses a method described by the author (Schoenfeld 2001).

There is also an R package called RCTDesign: Methods and Software for Clinical Trials. This package builds on the formerly available S-Plus module S+SeqTrial. RCTdesign is currently not available at CRAN but is freely available to users through a joint agreement between Tibco, Inc. (the owners of the S-Plus software system and the S-Plus code in the module S+SeqTrial) and Scott S. Emerson (the developer of the C code that serves as the engine for S+SeqTrial). RCTdesign makes the computation and evaluation of a wide range of commonly used designs possible. It also comes with an add-on for adaptive methods. Furthermore, the book (Chang 2014) contains R programs for adaptive designs. These are elementary programs for performing sample size reassessment procedures and some basic adaptive randomization designs. The book also comes with SAS macros, most of them performing simulations for the adaptive design described in the book.

Since version 6, SAS comes with some function calls in SAS/IML for doing groups sequential tests (SAS Institute Inc. 1995). Currently available are the SEQ, SEQSCALE, and SEQSHIF calls. These procedures provide accurate results for computing decision regions, maximum and expected sample sizes, group sequential densities, etc. Examples can be found in Wassmer (1999c), SAS Institute Inc. (1995), Wassmer and Biller (1998), Dmitrienko et al. (2005). Within SAS/IML it is straightforward to produce results for group sequential designs although the calculation of, for example, bias adjusted estimates might become cumbersome. New in SAS 9.2 are procedures for doing group sequential designs in a more comfortable way (SAS Institute Inc. 2009). Specifically, the SEQDESIGN procedure designs interim analyses for clinical trials. It directly computes the boundary values and required sample sizes for the trial within a wide range of possible designs. The SEQTEST procedure performs the interim analyses (tests and confidence intervals) based on design information produced by the SEQDESIGN procedure. SAS currently does not provide any direct capabilities for doing confirmatory adaptive designs as considered in this monograph.

Since the very beginning of adaptive designs the software ADDPLAN was designed for doing confirmatory adaptive designs (www.addplan.com). It is commercially available since 2002 as a tool for designing, simulating, and performing analysis for group sequential designs with an emphasis on the confirmatory adaptive technique. The MC module provides additional multiple comparison features for more than two treatment arms in simulation and analysis, and the PE module additional features for patient enrichment designs in simulation and analysis. There is also the new DF module with capabilities for adaptive dose-finding designs (MCPMod, CRM, etc.).
East from Cytel (www.cytel.com) is a comprehensive tool for design, simulation, and analysis of trials with interim analyses. In the current release, adaptive extensions are provided with the EastAdapt and the EastSurv module. Recently, the modules EastMultiarm and EastEndpoint provide extensions to multi-arm designs and designs with multiple endpoints. An extension to dose finding trials comes with EastEscalate and Cytel’s Compass.

We also mention the nQuery module for calculating designs for the group sequential case in the nQuery package (www.statsols.com/products/nquery-advisor-interim) as well as corresponding capabilities in PASS from NCSS (www.ncss.com). Both do not provide any adaptive extensions but can be used for performing interim decisions and assessing group sequential designs, for example, with respect to maximum and expected sample size.

To summarize, some software is free and hence attractive for statistical research. This is particularly true for the increasing number of available R packages. Simulation-based evaluation of operating characteristics of adaptive designs is becoming increasingly important, some of the available adaptive R packages typically address this issue. The R and SAS packages are available only within the programming environment, whereas the ADDPLAN, EaSt, nQuery, and PASS programs come with a user-friendly graphical user interface (GUI). We note that a free GUI is also available for gsDesign and some other R packages. Within commercially available packages, only ADDPLAN, EastAdapt, and EastSurv address the specific requirements for confirmatory adaptive designs.
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