Notation

This glossary sets out some of the mathematical notation in this book. Descriptions marked thus\(^\dagger\) have a reference in the main index. For notation, such as \textit{initials}(P) and \textit{Chaos}, with an obvious alphabetical place in the index, you should refer directly there.

Many pieces of notation whose use is relatively localised (to a single chapter or section) are not included below. An example is the notation associated with Sect. 17.4 on buffer tolerance.

**Sets and Numbers**

\begin{align*}
a \in x & \quad \text{set membership (true iff } a \text{ is in } x) \\
x \subseteq y & \quad \text{subset (}\forall a. a \in x \Rightarrow a \in y) \\
\emptyset & \quad \text{the empty set} \\
\{a_1, \ldots, a_n\} & \quad \text{set containing these elements} \\
x \cup y, \bigcup X & \quad \text{union} \\
x \cap y, \bigcap X (X \neq \emptyset) & \quad \text{intersection} \\
x \setminus y & \quad \text{difference (}= \{a \in x \mid a \notin y\}) \\
P(x) & \quad \text{powerset (}= \{y \mid y \subseteq x\}) \\
x \times y & \quad \text{Cartesian product (}= \{(a, b) \mid a \in x \land b \in y\}) \\
x \to y & \quad \text{the space of all functions from } x \text{ to } y \\
N & \quad \text{natural numbers (}\{0, 1, 2, \ldots\}) \\
Z & \quad \text{integers (}\{\ldots, -2, -1, 0, 1, 2, \ldots\}) \\
R & \quad \text{real numbers} \\
R^+ & \quad \text{non-negative real numbers} \\
\oplus, \ominus & \quad \text{addition and subtraction \textit{modulo} the appropriate base}
\end{align*}

**Logic**

\begin{align*}
x \land y & \quad \text{conjunction (} x \text{ and } y) \\
x \lor y & \quad \text{disjunction (} x \text{ or } y\)
\end{align*}
Notation

\(\neg x\) negation (not \(x\))
\(x \Rightarrow y\) implication (\(\equiv (\neg x \vee y)\))
\(x \Leftrightarrow y\) double implication (\((x \Rightarrow y) \land (y \Rightarrow x)\))
\(\forall x.\chi\) universal quantification (\(\chi\) holds for all \(x\))
\(\exists x.\chi\) existential quantification (\(\chi\) holds for at least one \(x\))

For LTL notation see p. 381.

Partial Orders

\([\sqcap X\) least upper bound
\([\sqcap X\) greatest lower bound
\(\mu f\) least fixed point of \(f\)

Communications

\(\Sigma\) (Sigma\(^I\)): alphabet of all communications
\(\check{\ }\) (tick) termination\(^I\) signal
\(\tau\) (tau\(^I\)): the invisible action
\(\Sigma^{\check{\ }\tau}\) \(\Sigma \cup \{\check{\ }, \tau\}\)
\(a.b.c\) compound event (see p. 14)
\(c\check{\ }x\) input\(^I\)
\(c!e\) output\(^I\)
\(|\{a, b\}|\) events associated with channels (see p. 15)

Sequence/Trace Notation (See pp. 30 and 36)

\(A^*\) set of all finite sequences over \(A\)
\(A^{\check{\ }*}\) \(A^* \cup \{s^\check{\ }\} | s \in A^*\)
\(A^{\omega}\) set of all infinite sequences over \(A\)
\(\langle\rangle\) the empty sequence
\(\langle a_1, \ldots, a_n\rangle\) the sequence containing \(a_1, \ldots, a_n\) in that order
\(s^\check{\ }t\) concatenation of two sequences
\(s \setminus X\) hiding: all members of \(X\) deleted from \(s\)
\(s \downarrow X\) restriction: \(s \setminus (\Sigma^{\check{\ }\} \setminus X)\)
\(#s\) length of \(s\)
\(s \downarrow a\) (\(a\) an event) number of \(a\)'s: \(#(s \downarrow \{a\})\)
\(s \downarrow c\) (\(c\) a channel) sequence of values communicated on \(c\) in \(s\)
\(s \preceq t\) (\(\equiv \exists u.s^\check{\ }u = t\)) prefix order
Transition Systems (See Sect. 9.1)

\[ s \parallel t \ (\subseteq \Sigma^{*\tau}) \text{ generalised parallel} \]
\[ s \parallel t \ (\subseteq \Sigma^{*\tau}) \text{ interleaving} \]
\[ \overline{S} \text{ closure of } S = S \cup \{ u \in \Sigma^{au} | \forall s < u.s \in S \} \]

Note that sequence-like notation is also used to denote vectors indexed by arbitrary sets, usually with reference to mutual recursion, for example \( \langle B_s^\infty | s \in T^* \rangle \).

Transition Systems (See Sect. 9.1)

\[ \hat{C} \text{ The set of nodes in transition system } C \]
\[ P \xrightarrow{a} Q \ (a \in \Sigma^{*\tau}) \text{ single action transition} \]
\[ P \xrightarrow{s} Q \ (s \in \Sigma^{*\tau}) \text{ multiple action transition with } \tau \text{'s removed} \]
\[ P \xrightarrow{t} Q \ (t \in (\Sigma^*)^{*\tau}) \text{ multiple action transition with } \tau \text{'s retained} \]
\[ \tau^*(P) = (\{ Q | P \xrightarrow{\tilde{0}} Q \}) \text{ } \tau \text{-expansion of } P \text{ (see p. 358)} \]
\[ P \text{ ref } B \text{ } P \text{ refuses } B \]
\[ P \uparrow \text{ } P \text{ diverges} \]

Processes

The syntax of CSP\(_M\) is set out in the documentation for FDR that can be found on this book’s web-site. There is a slightly out of date version in Appendix B of TPC.

\[ \mu p.P \text{ recursion} \]
\[ a \rightarrow P \text{ prefixing} \]
\[ ?x : A \rightarrow P \text{ prefix choice} \]
\[ (a \rightarrow P \mid b \rightarrow Q) \text{ guarded alternative} \]
\[ P \sqcap Q \text{ external choice} \]
\[ P \sqcup Q, \sqcap S \text{ nondeterministic choice} \]
\[ P > Q \text{ sliding choice} \]
\[ P \* Q \text{ conditional choice} \]
\[ b \& P \text{ conditional guard (see p. 14)} \]
\[ P \parallel Q \text{ synchronous parallel} \]
\[ P X || Y Q \text{ alphabetised parallel} \]
\[ P \parallel Q \text{ generalised parallel} \]
\[ P \parallel Q \text{ interleaving} \]
\[ P \setminus X \text{ hiding} \]
\[ f[P] \text{ renaming} \text{ (functional)} \]
\[ P[R] \text{ renaming} \text{ (relational)} \]
\[ P[a/b] \text{ renaming} \text{ (relational, by substitution)} \]
\[ P; Q \text{ sequential composition} \]
\[ P[a \leftrightarrow b]Q \text{ link parallel} \]
Notation

\[ P \gg Q \] piping \(^I\) (or chaining)
\[ P \mathbin{\|} Q \] enslavement \(^I\)
\[ P \vartriangle Q \] interrupt \(^I\)
\[ P \Theta_A Q \] throw \(^I\)
\[ P[x/y] \] substitution (for a free identifier \( x \))
\[ P/s \] ‘after’ \(^I\) operator
\[ P \downarrow n \] restriction to depth \( n \) (model dependent)
\[ L_H(P) \] lazy abstraction \(^I\)
\[ \tau P \] \( P \) “prefixed by” a single \( \tau \) action (equivalent to \( P \))
\[ fv(P) \] \( P \)’s free variables/identifiers

Semantic Models

\( T \) traces model \(^I\)
\( N \) failures/divergences model \(^I\)
\( F \) stable failures model \(^I\)
\( R \) stable revivals model \(^I\)
\( A \) stable acceptances (ready sets) model \(^I\)
\( RT \) stable refusal testing model \(^I\)
\( FL \) linear behaviours (acceptance traces) model \(^I\)
\( M \downarrow \) finitary divergence-strict extension of \( M \)
\( M \downarrow^\omega \) infinitary divergence-strict extension of \( M \)
\( M^\sharp \) “seeing past divergence” extension of \( M \)
\( \subseteq_T \) traces refinement
\( \subseteq_{FD} \) failures/divergences refinement
\( \subseteq_F \) failures refinement (i.e., over \( F \))
\( \subseteq_{FL} \) refinement over \( FL \)
\( \subseteq \) refinement over whatever model is clear from the context
\[ P \leq Q \] strong order \(^I\) (over divergence-strict models)
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Refusal set, 115, 116, 118, 161, 162, 199, 221,
237, 258, 262
maximal, 116, 358
may contain $\checkmark$, 138
Refusal testing (refusal traces) model
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composition of, 105
creating models, 258
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laws of, 103–106
non-injective, 104, 105
one to many, 106
operational semantics of, 206
relational, 105–108
traces of, 106
variable, 107
REPEAT, 7, 45, 48
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SBDIA, 174, 364, 369, 371
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Schneider, Steve, 321, 355
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is not idempotent, 48
laws of, 45
traces of, 48

T
Tail recursion, 8, 34, 135
one step, 8
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τ-loop elimination, 365–367
tau.loop.factor, 174, 365, 367
τ priority (over tock), 339
tau.priority, 343
τ promotion, 208, 215
TCOPY1, 324, 326
TCOPY2, 324
TCOPY3, 324, 326
TCOPY4, 324, 325
Telephone exchange (mobile CSP), 502
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