A.1 Background

Nonvolatile semiconductor memory devices have been widely used in digital applications [93]. Also they have shown promise for diverse analog applications including analog adaptive filters [94], trimming of analog circuits [95, 96], and neural networks [36, 42, 69]. In particular, the present poor state of modeling of submicron devices for analog applications has prompted the idea of using on-chip trimming for compensation of unwanted or unpredictable effects in such submicron designs. In some neural-network implementations, researchers have begun to take advantage of the long-term storage capabilities of non-volatile semiconductor memories. In particular, electrically-erasable programmable read-only memories (EEPROMs) have been used for their on-board writable-readable properties. Such EEPROM devices are of two kinds, charge-trapping and floating-gate devices [97]. Here we will briefly review each type.

A.2 Device Review

A.2.1 Charge-Trapping Devices

In charge-trapping devices, the information is stored in the form of electrons trapped at the interface of particular layers in a multi-layer gate structure. Amongst such devices, one can identify the metal-nitride-oxide-semiconductor (MNOS) device [98], a simple drawing of which is shown in Fig. A.1. In this device, the gate is formed of a sandwich of nitride ($Si_3N_4$) between oxide ($SiO_2$) and metal ($Al$).
By applying a positive high voltage to the metal layer of the gate, electrons move from substrate to the oxide-nitride interface, causing the threshold voltage of the device to increase. Conversely, application of a negative high voltage to the metal layer of the gate, removes electrons from the traps and returns them back to the substrate, thereby reducing the threshold voltage of the device. This shift of the threshold voltage can be sensed by other circuitry to detect the state of the stored information.

A.2.2 Floating-Gate Devices

In these devices, controllable charge is stored on a conducting or semi-conducting layer surrounded by insulators. Normally these devices have two gates arranged vertically. The outer gate is connected to the external circuitry. However, the inner gate is not electrically connected to outside, but is isolated between insulator layers, which are normally silicon oxide [99]. The existence of a floating layer surrounded by good insulators gives good long-term charge retention to these devices.

Charging and discharging of the floating gate is performed by a physical phenomenon called Fowler-Nordheim tunneling [100, 101, 102]. For a normal
polysilicon/oxide/silicon MOS structure, there is a 3.2eV energy barrier that prevents electrons from moving between silicon and polysilicon through the oxide layer. At a given temperature, electrons have a certain probability of tunneling a certain distance into the oxide layer. For example, at room temperature, the tunneling distance is about 5nm. The Fowler-Nordheim phenomenon predicts that if the electric field within the high-tunneling-probability distance of the oxide layer is strong enough (that is greater than 3.2V in 5nm, about $6.4 \times 10^6 V/cm$), then the electrons that tunnel into $SiO_2$ can surpass the energy barrier and enter the conduction band of oxide. In the conduction band of oxide, they are quite mobile and can move with the field toward the more positive electrode (which is either silicon or poly, depending on which one is connected to the higher potential).

Various techniques used to create a significantly high field within the high tunneling-probability distance have led to several different EEPROM structures. Fig. A.2 illustrates one of these floating-gate devices with a thin oxide layer (of thickness

![Fig. A-2: A simple representation of a floating-gate device with a thin-oxide layer on its drain area.](image-url)
around 10 nm) over its drain area [103]. In this structure, if a positive high-voltage pulse is applied to the outer gate, while the drain, source and substrate are grounded, electrons tunnel from the drain through the thin oxide onto the floating gate. As a result, the threshold voltage as seen from the outer gate will shift to a higher value. If a positive high-voltage pulse is applied to the drain, while the gate and substrate are grounded, electrons will be removed from the floating gate and the threshold voltage will shift to a lower value. Although this device works well enough for use in a digital circuit, the resulting structure shows strong dependence between drain current and voltage [52] which is not appropriate for some analog applications such as an adjustable current source. As well, fabrication of the thin-oxide requires an extra processing step and increases the chance of device failure. Also the very thin oxide layer is found to degrade the charge-retention performance.

To solve the above-mentioned problems, textured-poly floating-gate devices have been fabricated. In these devices, tunneling occurs between poly layers separated by a thicker oxide layer (around 50 to 80 nm). As well, many small bump-like areas on the surface of the poly layers help to build up fields 4 to 5 times larger than the average applied field [104]. However, these devices require special processing to create the textured-surface poly silicon.

Several other charge-injection structures have been proposed and tested using conventional CMOS technologies [95, 96]. One of these involves injectors which employ cornered-poly diffusion tunneling, where the local field is increased by appropriately shaping of the geometry of the electron-emitting surface. This is due to the fact that corners introduced by lithographic features in the polysilicon layer can enhance the electric field by a factor of 2 to 4 [95]. In Northern Telecom standard 1.2μm CMOS technology (CMOS4S), several tunneling injectors of this type, have been fabricated and tested [96].

In [105, 106, 107], the evidence of tunneling between polysilicon layers in ordinary CMOS processes has been reported. Fig. A.3 shows one typical poly1-poly2 charge injector. This charge injector uses the field enhancement produced by sharp edges associated with oxide-separated poly-1-poly-2 layers. The results in [107] show that while for tunneling between diffusion and poly, pulses with amplitude around 25V are required, this structure reaches the same level of charge injection with pulses which are 10V lower in amplitude.

Because they do not involve drain-region shaping, these devices do not suffer from a high dependency between their drain current and voltage. Especially, the interpoly-injection design looks appealing for our application. Moreover, their charge-retention capabilities are also better than their thin-oxide counterparts. However, all of these devices continue to suffer from cycling problems: after many programming cycles, data retention is affected by electron trapping at defects in the oxide layer and at the silicon-oxide interface. The trapped electrons raise the threshold voltage permanently and reduce the programming range. Ultimately, this makes the
Fig. A-3: (a) An inter-poly charge injector can be implemented using a standard double-poly CMOS process. (b) Cross-sectional view of the charge injector.

device useless. However, this situation is very likely to improve, since the solution for this problem is the growth of high-quality silicon oxide.
A.3 Conclusion

For the reasons described above and because of the essential role of reprogrammability in neural-network applications, we have had to look for another alternative in our present implementation, one capable of an almost unlimited number of programming cycles, as discussed in Chapter 5. However, we believe strongly that in the near future using increasingly-available high-quality-oxide technologies, the synaptic computational and weight-storage functions can be merged into a single floating-gate SyMOS device. Moreover, the availability of such a floating-gate device also serves to simplify dramatically the polarity-control function as identified in Figure 8-1.
Appendix

Scaling Effects

B.1 The Effect of the Scaling of CMOS Technology on SANNs

As CMOS technology advances in the direction of higher integration levels, the dimensions of the devices are shrinking dramatically. One of the most important effects of scaling appears in the operating equation of a MOS device. In particular, it has been shown that short-channel devices tend to provide a current that is linearly proportional to the difference of the gate-source and threshold voltages, rather than following the usual quadratic relation [151]. In view of the possibility of the construction of very-high-density neural systems at smaller and smaller feature sizes, we have considered the system-level implications of linearly-operating devices on the pattern-classification property of SANNs. To this end, we have repeated some of our simulations with devices with an operating equation of the form

$$I_D = \begin{cases} 
K(V_{GS}-V_{th})^n & \text{if } (V_{GS}>V_{th}) \\
0 & \text{otherwise}
\end{cases} \quad (2-1)$$

where $1 \leq n \leq 2$.

Figure B-1 compares the decision boundaries constructed using quadratic ($n = 2$) and linear ($n = 1$) devices. As can be seen, the general form of the decision boundaries is preserved. While for quadratic devices, part of the boundary is formed by a quadratic relation and other parts with linear boundaries, for linear devices,
Fig. B-1: The effect of linear operation of MOS devices in an SANN. (a) Synapses have positive signs and the radius term is negative. (b) and (c) One of the synaptic terms is negative while the bias term is positive (continued on subsequent pages). $W_1=W_2=2$ and $R=1$.

different linear segments continuously joined together form the discriminating boundary. Moreover, as Figures B-1-(b) and (c) verify, switch control of the sign of synapses allows discriminating boundaries to be formed with various pieces of line segments.

Our conclusion is that quadratic behavior of the SyMOS devices is of less importance than the continuous-boundary property they provide, and that SANNs remain equally useful when scaling leads to linear operation.
Fig. B-1. Continued. The effect of linear operation of MOS devices in an SANN. (a) Synapses have positive signs and the radius term is negative. (b) and (c) One of the synaptic terms is negative while the bias term is positive (continued on subsequent page). W1=W2=2 and R=1.
Fig. B-1. Continued. The effect of linear operation of MOS devices in an SANN. (a) Synapses have positive signs and the radius term is negative. (b) and (c) One of the synaptic terms is negative while the bias term is positive. $W_1=W_2=2$ and $R=1$. 
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In this work, we have introduced several system-level modifications to the design process of ANNs. These are intended to facilitate hardware implementation through the use of the intrinsic characteristic of a saturated MOS transistor in the synaptic operation. Also, we have shown that in corresponding networks, three minimum-size-floating-gate transistors can implement each synaptic block used in the definition of a fully-functional neuron. Here, we want to introduce and quantify some of the practical advantages of this approach. In our evaluation, we use three basic criteria, namely speed, power, and chip area.

C.1 Speed

The saturation region is where a MOS transistor can provide the highest driving current for a given gate voltage. Correspondingly, a saturated device will function at a higher speed in comparison to one operating in the triode or sub-threshold region. This property suggests that when a neural-network processing engine is expected to handle a huge amount of serial time-varying input data, the saturation-mode approach will demonstrate the best speed performance. A good example of the need for high-speed real-time operation is in hand-written-character-recognition applications, such as for postal-code recognition, where the requirement is to increase the processing rate and the throughput of associated networks to the highest possible value. In such applications, saturated devices operating in parallel networks are logically expected to provide the fastest possible solution.

We note that here, as in other similar situations, there is a trade-off between speed and power consumption, or in other words, between the number of processing...
elements operating in parallel and the maximum throughput, or processing rate. For example, if we consider the charging time of a capacitive load, and assume that a transistor with current $I_1$ will charge it in $t_1$ seconds, then a device with the current $10 \times I_1$ will charge it in $t_1/10$ seconds, but with a power consumption which is 10 times greater for the same supply voltage. Hence, with a constant power budget, a designer must decide whether to obtain a faster and smaller network with a high throughput, or a larger but slower one. Note, in another words, that we can dissipate our power budget in time by employing fewer faster devices, or in space by spreading a network over a larger chip area having more elements, each operating at a lower power level.

C.2 Power Consumption

As noted above, SyMOS networks can be used in two distinct types of environments:

i) Applications with low-rate inputs that require parallel interaction of input data with a large amount of stored data at a relatively low frequency of operation (for example, for image-processing hardware, the input rate is expected to be in range of kilo-Hertz or lower, but the number of pixels can be extremely large). In such a case, each synapse should be designed to consume the lowest-possible power. For example, for devices that consume at most $5 \mu W$ of power, an integration level of up to 200,000 synapses per Watt can be obtained. Thus, this technique applies in general to networks with up to 2,000,000 synapses in a chip dissipating $12-15 W$ maximum power.

ii) Applications with high-rate inputs that require fast synaptic units to provide a higher throughput. In this case, each synaptic unit may have a power dissipation ranging from $50 \mu W$ to $200 \mu W$ (in different designs) giving an integration-level of 20,000 to 5,000 synapses per Watt. In general, chips with 200,000 to 50,000 synapses dissipating up to $15 W$ are possible. Further, we project that operating speeds up to $50 MHz$ are obtainable with such devices. In that case, the computational power is projected to be in range of 250 billion connections per second per Watt.

In order to compare these estimates with commercially-available products, let us consider one of Intel’s neural-network chips: ETANN is an analog-neural-network chip that uses an advanced floating-gate MOS technology. It has 10,240 synapses and 64 neurons and consumes $1.5 W$ power, which on average gives 6827 synapses per Watt. The processing time for this chip is $3 \mu s$, which translates to a $334 kHz$ input rate. The computational power of this chip is announced to be 2 billion connections per second.
C.2.1 Detailed Calculation of Power Dissipation

As we have noted, the average power dissipation of our networks depends on the statistics of the distribution of input data. This is a result of the fact that in pattern-classification applications, the location of the input pattern in the input space can be distinguished while some of the discriminating transistors are in their off state, thereby reducing the average power dissipation. However, when we are designing the chip, the width of power-supply lines and cooling considerations must be based on the worst case with the highest possible power dissipation, both locally and totally. Such detailed calculations for our current chips, which are designed on the assumption of \(50\mu W\) average power dissipation per synapse (for operation at a moderate speed range), are shown below:

(i) Power consumption in each synapse:

(i-1) In the SyMOS device:

\[
P = I_D \cdot V_{DS}.
\]

\(I_D \sim 17\mu A\), and \(V_{DS} \leq 3V\), therefore

\[
P \sim 50\mu W \Rightarrow \sim 20,000 \text{ synapses /Watt}.
\]

(i-2) For refreshing of the \(1\mu F\) analog-storage capacitor at a 100 Hz refresh rate and after less than 1% decay using a 5V supply:

\[
P = f \cdot C \cdot (\Delta V)^2 = 10^2 \times 1 \times 10^{-12} \times (0.01V_{DD})^2,
\]

\[
= 25 \times 10^{-14} W = 2.5fW.
\]

(i-3) Power consumption at the input capacitance of the SyMOS, assumed to be equivalent to a \(50fF\) capacitance operating with a 4V swing at 20MHz:

\[
P = f_I \cdot C \cdot V_{Ss}^2 = 20 \times 10^6 \times 50 \times 10^{-15} \times 16 = 16\mu W
\]

(i-4) Power consumption in the sign-of-synapse switch, assuming a 0.1 V drop at the \(17\mu A\) bias current:
\[ P = V_{\text{drop}} \cdot I_{\text{through}} = 0.1 \text{V} \times 17\mu\text{A} = 1.7\mu\text{W} \]

(i-5) Static power dissipation in the SRAM cell:

\[ P_{\text{SRAM, static}} = 0. \]

(i-6) Total average power dissipation in each synapse is:

\[ P_{\text{synapse}} = 50 + 16 + 1.7 = 67.7\mu\text{W} \]

(ii) Power consumption in each neuron:

(ii-1) Current mirrors:

PMOS-mirrors:

\[ P = 4 \cdot V_{DS} \cdot I_{DS} = 4 \times 2\text{V} \times 100\mu\text{A} = 800\mu\text{W}, \]

NMOS-mirrors:

\[ P_N = 2 \cdot V_{DS} \cdot I_{DS} = 2 \times 3\text{V} \times 100\mu\text{A} = 600\mu\text{W} \]

Total:

\[ P_{\text{mirrors}} = 800\mu\text{W} + 600\mu\text{W} = 1400\mu\text{W} = 1.4\text{mW}. \]

(ii-2) Sigmoid unit: Let us assume the output unit is a voltage source driving a load combination of \( R_{\text{equivalent}} = 20\text{k}\Omega \) (this is an average resistance substituted to approximate the whole range) and \( C = 0.5\text{pF} \) operating at \( 20\text{MHz} \) switching frequency between 1V and 4V voltage levels (\( V_{\text{difference}} = 3\text{V} \)).

\[ P_R = \frac{1}{2 \times 10^4} + \frac{16}{2 \times 10^4} = 425\mu\text{W}, \]
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\[ P_C = 20 \times 10^6 \times 0.5 \times 10^{-12} \times 9 = 90 \mu W \ , \]

\[ P_{\text{sigmoid}} = 425 + 90 = 515 \mu W. \]

(ii-3) The total power consumption of the neural-signal-collecting part will be:

\[ P_{\text{neuron}} = 515 \mu W + 1400 \mu W = 1915 \mu W = 1.92 mW. \]

(iii) Power consumption in the addressing backbone:

According to HSPICE simulations, the power dissipation for addressing will be less than 20mW for a 20MHz clock speed.

\[ P_{\text{addressing}} = 20 mW. \]

(iv) The total power consumption of a chip with \( S \) synapses and \( N \) neurons operating at 20MHz from a 5V supply then will become:

\[ P_{\text{total}} = S \cdot P_{\text{synapse}} + N \cdot P_{\text{neuron}} + P_{\text{addressing}}, \]

where \( S \) is the number of synapses, and \( N \) is the number of neurons on the chip. If \( S = 10,000 \) and \( N = 200 \), then:

\[ P_{\text{total}} = 10,000 \times 67.7 \mu W + 200 \times 1915 \mu W + 20 mW = 1.080 W. \]

The estimated computational power of such a chip with 10,000 synapses and 200 neurons is 200 billion connections per second.

C.3 Area

As discussed in Chapter 6, in our current implementation, a synaptic unit including all of the related addressing circuitry occupies a 80\( \mu m \times 80\mu m \) area. Almost half of which is used by analog-storage and input-coupling capacitors.
Another 20% is used for a 1-bit SRAM cell. However, in a floating-gate implementation, the core circuitry of a synapse can be reduced to one floating-gate SyMOS (there being no need for threshold-controlling or analog-storage capacitors) and two floating-gate switches, leading to an estimated $10\mu m \times 10\mu m$ area in a 1.2\mu m technology. This corresponds to integration of up to 10,000 synapses per square millimeter, or a million in a square centimeter.

We note that the area of a synapse in the floating-gate design of Intel is $2009 (\mu m)^2$, in a 1\mu m EEPROM technology [15]. The minimum area of a synaptic unit in the reported fabricated chips [15] is 560 (\mu m)^2, which is quite larger than what can be obtained by following our proposed approach.

Even now, if we consider the implementation of a 10,000-synapse 200-neuron chip using the available 1.2\mu m CMOS4S technology, and employing our currently-available building blocks, the required area is $68.4 (mm)^2$, where $2 \times 600,000 (\mu m)^2$ area is for the addressing backbone. This is quite manageable with the currently-available technologies. As noted, its performance would be expected to be in the range of 200 billion connections/s/W.

C.4 Overall Performance

We conclude that the approach presented in this book, by merit of its employment of the intrinsic characteristic equation of a single transistor as the synaptic operation, can dramatically reduce the area of a synaptic unit while providing a range of possibilities for an appropriate balance between speed and power dissipation.
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