Index

Abstract grammar, 53–54, 62, 65
Accuracy, 71
ADMET, 112
Age based system, 41
Age-Layered Population Structure, 135, 159
Agents, 53–54, 62
Aggressive reuse, 179
Algorithmic Information Content, 129
Ali Mostafa Z., 261
Almal A.A., 143
ALPS, 135, 169, 171–172, 177, 179
multi-objective, 172
Alternating Decision Trees, 267
Analog
  CAD, 165
  circuit design, 159, 165, 175, 178
Archaic urban area, 262
Archive, 15, 22
Assortment, 99
Atrial fibrillation, 79
Automated
  creative design, 159
  innovation, 179
  structural design, 162
Barney Nate, 69
Becker Ying, 239
Bessel characteristics, 192
Bioinformatics, 72
Bond Graph, 185–186
  GPBG, 185, 188
Boosting, 54, 65
Building blocks, 73, 265
Card Stuart W., 87
Chaos Game, 156
Circuit design
  analog, 159
Classic linear statistics, 205
Classification, 53–54, 58, 66
Classify, 53, 57–58
Cloning, 222
Coarse-grained search, 78
Collective spatial expression, 274
Common-emitter transistor, 188
Complex diseases, 70
Complexity measure, 15, 125
Complex problem solving, 70
Computational budget, 13
Consensus, 201
Consistency, 31
Content, 144
Context-aware crossover, 53, 63–65
Convergence
  premature, 135
  sustainable, 38
Cooperation, 222
Correlation, 209
Crossover, 120, 143–144, 151
neutral combinations, 99
Cross-validation, 72
Cultural Algorithm and GP, 273
Curse-of-dimensionality, 207
Data mining, 71, 262, 265
Data sets
  random subsets, 13, 25
Decision trees, 261
Design, 175
  automated, 159
  creative, 159
  filter, 192
  robust, 185, 187
  trustworthy, 175, 177
Differential evolution, 53, 62
Directed graph, 78
Discriminant analysis, 71
Distance metric, 92
Diverse ensembles, 204
Diversity, 143, 147
DNA sequence variations, 70
Domain knowledge, 160–161
structural, 161
Dominant variables, 214
DRAGON software, 114
Drug discovery, 111
Effective Fitness, 98
Emergence, 155
Ensemble, 201, 222
predictions, 201
selection, 95
Entropy, 146, 148
\( \epsilon \)-equivalence, 92
Estimation of distribution algorithm, 78
Evolutionary learning, 88
Evolvability, 109
Experimental design, 77
Expert knowledge, 74
Exploitation, 44, 50
Exploration, 20, 35, 50
Expressional complexity, 16
Extrapolation, 209
Fei Peng, 239
Filter design, 192
Fine-grained search, 78
Fitness, 143
clouds, 109
distance correlation, 108
effective, 98
Fitness function
constrained, 239, 243, 249, 251, 253, 255–257
multi-objective, 239–240, 242–243, 247, 249, 251, 253, 255, 257
parallel, 239, 247, 249, 251, 253, 255–256
sequential, 247–248, 251–253, 255–256
parallel, 257
simple objective, 239
Fitness
partial evaluations, 20
Fox Harold, 239
Franzel Patrick, 261
Function mapping, 78
Generalization, 119
Generative representation, 128, 132, 166
parameterized, 179
Genetic analysis, 69
Genetic Programming/Bond Graph (GPBG), 185
Genotype, 143, 151–152, 154
Genotypic representation diversity, 93
GENRE, 131–132, 166
Gielen Georges, 159
Goal softening, 13
Goodman Erik D., 185
Gradient, 154
Grammar
parameterized, 166, 168
Hardness measure, 108
Heckendorn Robert B., 221
Hereditary repulsion, 46–47
Hierarchy, 125, 128
Hornby Gregory S., 125
Human genetics, 69–70
Human–human–computer interaction, 70
Human Oral Bioavailability, 109, 113
Individual
structure-content, 153
Informational entropy, 145
Innovation
automated, 179
Interacting subpopulations, 43
Interval arithmetic, 202
Investigators, 224
Island models, 44
J48 decision trees, 267
Korns Michael F., 53
Kotanchek Mark, 13, 201
Limited cloning, 223
LISP, 54
Logical Depth, 130
Long and short candidates, 54, 57
Low-fidelity screens, 23
LS2-C-GP, 114–115
Machine learning, 81
MacLean C.D., 143
Market-neutral, 54–55
McConaghy Trent, 159
Measurement function, 96
Median average, 212
Median Oral Lethal Dose, 109, 113
Memo cache, 62–63
Metropolis-Hastings, 111
Minimize novelty, 178
MOBU, 166
Model total information diversity, 93
Modularity, 125, 128
Mohan Chilukuri K., 87
MOJITO-N, 176, 178–179
Monte Alban, 264
Monte Carlo, 187
Moore Jason H., 69
MR&H, 125
Multi-agent systems, 222
Multi-objective fitness function, 240, 242–243, 247, 249, 251, 253, 255, 257
Pareto front, 204
Multiple grammars, 59–60
Multiple island populations, 54, 65
Multi-topology sizing, 164–165, 169
lightweight, 163
with innovations, 164
Murphy Gearoid, 33
Mutation, 143, 151
neutral, 99
stealth, 170
Naïve Bayes, 267
Decision Tree, 267
Negative Slope Coefficient, 109
Neutrality, 170
Neutral
mutations, 99
recombinations, 99
NMI, 92
Normalized mutual information, 92
Novelty, 159, 164, 179
NSGA-II, 169, 171–172
One Rule Hypothesis, 267
Open-Ended Topology Innovation, 197
Operational amplifier, 188
Ordinal Optimization, 15
Over-fitting, 201, 218
Pair Selection, 95
Palmers Pieter, 159
Parameter sweep, 81
Pareto front, 16, 203
multi-objective, 204
ParetoGP, 14–15, 28–29, 31
Ordinal, 15, 19
Parsimony, 202
Particle swarm, 53, 62
Peng Xiangdong, 185
Performance, 116
Pharmacokinetics, 111
Phenotype, 143, 151–152
Phenotypic representation diversity, 93
Plasma Protein Binding levels, 109, 113
Population
content, 145
structural, 154
Population structure
age based, 41
age-layered, 159, 171, 179
Portfolio, 254, 256
generator, 242
management, 239, 253
manager, 239, 247, 255
measurement, 243
models, 253
Predicting
terrace occupation, 263
Premature convergence, 135
Program tree, 151
Quantitative trading, 54
Ranking, 13
REACH, 121
Respect, 99
Response surface, 213
Reuse, 125, 128
Reynolds Robert G., 261
Riolo Rick, 1
RNA structures, 154
Robust design, 185, 187
Robustness, 160
Rosenberg Ronald C., 185
Rule extraction, 265, 268
Ryan Conor, 33
Scalable, 222
Scouts, 224
Search space
hierarchical, 166
Set recombination operators, 99
Similarity metric, 92
Size driven bisection, 111
Sliding training window, 55
SMILES code, 114
Smits Guido, 13, 201
Software engineering, 74
Software packages, 69
open-source, 70
user-friendly, 70
Solution
100%, 177, 179
density graph, 39, 41
quality, 92
Sophistication, 130
Soule Terence, 1, 221
SPICE, 165, 171
Stacked analytic networks, 204
StdGP, 114
Steyaert Michiel, 159
Stock selection, 239–240, 244–245, 254
Structural
changes, 151
Structural design
automated, 162
Structural
diversity, 148
Structural domain knowledge, 161
Structure
individual, 144, 152
population, 154
Sub-populations, 152–153
interacting, 43
Support vector regression, 207
Sustainable convergence dynamic, 38
Symbolic
discriminant analysis, 71
Modeler, 69
regression, 53–54, 57, 60, 65–66, 71
System identification, 88
Teams, 222
Terminal Set Selection, 94
Topologies
trustworthy, 175
Topology
invention, 164
Open-Ended Innovation, 197
Trade offs
trustworthiness, 164, 179
Transmission, 99
Trust, 159, 164, 201
Trustworthiness tradeoffs, 159, 164, 177
Trustworthy, 160, 162, 173–175
Vanneschi Leonardo, 107
Vertical slicing, 60
Visualizations, 144
Vladislavleva Ekaterina, 13, 201
WEKA data mining toolkit, 267
White Bill C., 69
Worzel W.P., 1, 143