Appendix A
Signal Characteristics

A.1 Bandpass Signals

A bandpass signal has its power spectrum in a spectral band surrounding a carrier frequency, which is usually at the center of the band. The Hilbert transform provides the basis for signal representations that facilitate the analysis of bandpass signals and systems. The Hilbert transform of a real-valued function $g(t)$ is

$$H[g(t)] = \hat{g}(t) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{g(u)}{t-u} \, du.$$  (A.1)

Since its integrand has a singularity, the integral is defined as its Cauchy principal value:

$$\int_{-\infty}^{\infty} \frac{g(u)}{t-u} \, du = \lim_{\epsilon \to 0} \left[ \int_{-\infty}^{t-\epsilon} \frac{g(u)}{t-u} \, du + \int_{t+\epsilon}^{\infty} \frac{g(u)}{t-u} \, du \right]$$  (A.2)

provided that the limit exists. Since (A.1) has the form of the convolution of $g(t)$ with $1/\pi t$, $\hat{g}(t)$ results from passing $g(t)$ through a linear filter with an impulse response equal to $1/\pi t$. The transfer function of the filter is given by the Fourier transform

$$F \left\{ \frac{1}{\pi t} \right\} = \int_{-\infty}^{\infty} \frac{\exp(-j 2 \pi ft)}{\pi t} \, dt$$  (A.3)

where $j = \sqrt{-1}$. This integral can be rigorously evaluated by using contour integration. Alternatively, we observe that since $1/t$ is an odd function,

$$F \left\{ \frac{1}{\pi t} \right\} = -2j \int_{0}^{\infty} \frac{\sin 2 \pi ft}{\pi t} \, dt$$

$$= -j \text{ sgn}(f)$$  (A.4)
where \( \text{sgn}(f) \) is the *signum function* defined by

\[
\text{sgn}(f) = \begin{cases} 
1, & f > 0 \\
0, & f = 0 \\
-1, & f < 0.
\end{cases}
\] (A.5)

Let \( G(f) = \mathcal{F}\{g(t)\} \), and let \( \hat{G}(f) = \mathcal{F}\{\hat{g}(t)\} \). Equations (A.1) and (A.4) and the convolution theorem imply that

\[
\hat{G}(f) = -j \text{sgn}(f)G(f).
\] (A.6)

Because \( H[\hat{g}(t)] \) results from passing \( g(t) \) through two successive filters, each with transfer function \(-j \text{sgn}(f)\),

\[
H[\hat{g}(t)] = -g(t)
\] (A.7)

provided that \( G(0) = 0 \).

Equation (A.6) indicates that taking the Hilbert transform corresponds to introducing a phase shift of \(-\pi\) radians for all positive frequencies and \(+\pi\) radians for all negative frequencies. Consequently,

\[
H[\cos 2\pi f_c t] = \sin 2\pi f_c t \\
H[\sin 2\pi f_c t] = -\cos 2\pi f_c t.
\] (A.8, A.9)

These relations can be formally verified by taking the Fourier transform of the left-hand side of (A.8) or (A.9), applying (A.6), and then taking the inverse Fourier transform of the result. If \( G(f) = 0 \) for \(|f| > W \) and \( f_c > W \), the same method yields

\[
H[g(t) \cos 2\pi f_c t] = g(t) \sin 2\pi f_c t \\
H[g(t) \sin 2\pi f_c t] = -g(t) \cos 2\pi f_c t.
\] (A.10, A.11)

A *bandpass signal* is one with a Fourier transform that is negligible except for \( f_c - W/2 \leq |f| \leq f_c + W/2 \), where \( 0 \leq W < 2f_c \) and \( f_c \) is the center frequency. If \( W \ll f_c \), the bandpass signal is often called a *narrowband signal*. A complex-valued signal with a Fourier transform that is nonzero only for \( f > 0 \) is called an *analytic signal*.

Consider a bandpass signal \( g(t) \) with Fourier transform \( G(f) \). The analytic signal \( g_a(t) \) associated with \( g(t) \) is defined to be the signal with Fourier transform

\[
G_a(f) = [1 + \text{sgn}(f)]G(f)
\] (A.12)

which is zero for \( f \leq 0 \) and is confined to the band \(|f - f_c| \leq W/2 \) when \( f > 0 \). The inverse Fourier transform of (A.12) and (A.6) imply that

\[
g_a(t) = g(t) + j \hat{g}(t).
\] (A.13)
The complex envelope of \( g(t) \) is defined by

\[
g_l(t) = g_a(t) \exp[-j2\pi f_c t]
\]  

(A.14)

where \( f_c \) is the center frequency if \( g(t) \) is a bandpass signal. Since the Fourier transform of \( g_l(t) \) is \( \hat{G}_a(f + f_c) \), which occupies the band \( |f| \leq W/2 \), the complex envelope is a baseband signal that may be regarded as an equivalent lowpass representation of \( g(t) \). Equations (A.13) and (A.14) imply that \( g(t) \) may be expressed in terms of its complex envelope as

\[
g(t) = \text{Re}[g_l(t) \exp(j2\pi f_c t)].
\]  

(A.15)

The complex envelope can be decomposed as

\[
g_l(t) = g_c(t) + jg_s(t)
\]  

(A.16)

where \( g_c(t) \) and \( g_s(t) \) are real-valued functions. Therefore, (A.15) yields

\[
g(t) = g_c(t) \cos(2\pi f_c t) - g_s(t) \sin(2\pi f_c t).
\]  

(A.17)

Since the two sinusoidal carriers are in phase quadrature, \( g_c(t) \) and \( g_s(t) \) are called the in-phase and quadrature components of \( g(t) \), respectively. These components are lowpass signals confined to \( |f| \leq W/2 \).

Applying Parseval’s identity from Fourier analysis and then (A.6), we obtain

\[
\int_{-\infty}^{\infty} \hat{g}^2(t) \, dt = \int_{-\infty}^{\infty} |\hat{G}(f)|^2 \, df = \int_{-\infty}^{\infty} |G(f)|^2 \, df = \int_{-\infty}^{\infty} g^2(t) \, dt. \tag{A.18}
\]

Therefore,

\[
\int_{-\infty}^{\infty} |g_l(t)|^2 \, dt = \int_{-\infty}^{\infty} |g_a(t)|^2 \, dt = \int_{-\infty}^{\infty} g^2(t) \, dt + \int_{-\infty}^{\infty} \hat{g}^2(t) \, dt
\]

\[= 2 \int_{-\infty}^{\infty} g^2(t) \, dt = 2\mathcal{E} \tag{A.19}
\]

where \( \mathcal{E} \) denotes the energy of the bandpass signal \( g(t) \).

**A.2 Stationary Stochastic Processes**

Consider a stochastic process \( n(t) \) that is a zero-mean, wide-sense stationary process with autocorrelation

\[
R_n(\tau) = E[n(t)n(t + \tau)] \tag{A.20}
\]
where $E[x]$ denotes the expected value of $x$. The Hilbert transform of this process is the stochastic process defined by

$$\hat{n}(t) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{n(u)}{t-u} du \quad (A.21)$$

where it is assumed that the Cauchy principal value of the integral exists for almost every sample function of $n(t)$. This equation indicates that $\hat{n}(t)$ is a zero-mean stochastic process. The zero-mean processes $n(t)$ and $\hat{n}(t)$ are jointly wide-sense stationary if their correlation and cross-correlation functions are not functions of $t$. A straightforward calculation using (A.21) and (A.20) gives the cross-correlation

$$R_{n\hat{n}}(\tau) = E[n(t)\hat{n}(t+\tau)] = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{R_n(u)}{\tau-u} du = \hat{R}_n(\tau). \quad (A.22)$$

A similar derivation using (A.7) yields the autocorrelation

$$R_{\hat{n}}(\tau) = E[\hat{n}(t)\hat{n}(t+\tau)] = R_n(\tau). \quad (A.23)$$

Equations (A.20), (A.22), and (A.23) indicate that $n(t)$ and $\hat{n}(t)$ are jointly wide-sense stationary.

The analytic signal associated with $n(t)$ is the zero-mean process defined by

$$n_a(t) = n(t) + j\hat{n}(t). \quad (A.24)$$

The autocorrelation of the analytic signal is defined as

$$R_a(\tau) = E[n_a^*(t)n_a(t+\tau)] \quad (A.25)$$

where the asterisk denotes the complex conjugate. Using (A.20) and (A.22) to (A.25), we obtain

$$R_a(\tau) = 2R_n(\tau) + 2j\hat{R}_n(\tau) \quad (A.26)$$

which establishes the wide-sense stationarity of the analytic signal.

Since (A.20) indicates that $R_n(\tau)$ is an even function, (A.22) yields

$$R_{n\hat{n}}(0) = \hat{R}_n(0) = 0 \quad (A.27)$$

which indicates that $n(t)$ and $\hat{n}(t)$ are uncorrelated. Equations (A.23), (A.26), and (A.27) yield

$$R_{\hat{n}}(0) = R_n(0) = 1/2R_a(0). \quad (A.28)$$

The complex envelope of $n(t)$ or the equivalent lowpass representation of $n(t)$ is the zero-mean stochastic process defined by

$$n_l(t) = n_a(t) \exp(-j2\pi f_c t) \quad (A.29)$$
where \( f_c \) is an arbitrary frequency usually chosen as the center or carrier frequency of \( n(t) \). The complex envelope can be decomposed as

\[
n(t) = n_c(t) + j n_s(t)
\]  
\[
(A.30)
\]

where \( n_c(t) \) and \( n_s(t) \) are real-valued, zero-mean stochastic processes.

Equations (A.29) and (A.30) imply that

\[
n(t) = Re\{n(t) \exp(j2\pi f_c t)\}
\]

\[
= n_c(t) \cos(2\pi f_c t) - n_s(t) \sin(2\pi f_c t).
\]  
\[
(A.31)
\]

Substituting (A.24) and (A.30) into (A.29) we find that

\[
n_c(t) = n(t) \cos(2\pi f_c t) + \hat{n}(t) \sin(2\pi f_c t)
\]  
\[
(A.32)
\]

\[
n_s(t) = \hat{n}(t) \cos(2\pi f_c t) - n(t) \sin(2\pi f_c t).
\]  
\[
(A.33)
\]

The autocorrelations of \( n_c(t) \) and \( n_s(t) \) are defined by

\[
R_c(\tau) = E[n_c(t)n_c(t + \tau)]
\]  
\[
(A.34)
\]

and

\[
R_s(\tau) = E[n_s(t)n_s(t + \tau)].
\]  
\[
(A.35)
\]

Using (A.32) and (A.33) and then (A.20), (A.22), and (A.23) and trigonometric identities, we obtain

\[
R_c(\tau) = R_s(\tau) = R_n(\tau) \cos(2\pi f_c \tau) + \hat{R}_n(\tau) \sin(2\pi f_c \tau)
\]  
\[
(A.36)
\]

which shows explicitly that if \( n(t) \) is wide-sense stationary, then \( n_c(t) \) and \( n_s(t) \) are wide-sense stationary with the same autocorrelation function. The variances of \( n(t) \), \( n_c(t) \), and \( n_s(t) \) are all equal because

\[
R_c(0) = R_s(0) = R_n(0).
\]  
\[
(A.37)
\]

A derivation similar to that of (A.36) gives the cross-correlation

\[
R_{cs}(\tau) = E[n_c(t)n_s(t + \tau)] = \hat{R}_n(\tau) \cos(2\pi f_c \tau) - R_n(\tau) \sin(2\pi f_c \tau).
\]  
\[
(A.38)
\]

Equations (A.36) and (A.38) indicate that \( n_c(t) \) and \( n_s(t) \) are jointly wide-sense stationary, which then implies that

\[
R_{sc}(\tau) = E[n_s(t)n_c(t + \tau)] = R_{cs}(-\tau).
\]  
\[
(A.39)
\]
Equations (A.27) and (A.38) give

\[ R_{cs}(0) = 0 \]  \hspace{1cm} (A.40)

which implies that \( n_c(t) \) and \( n_s(t) \) are uncorrelated.

Since \( n(t) \) is wide-sense stationary, \( R_n(-\tau) \equiv R_n(\tau) \). It then follows from (A.17) and a change of the integration variable that \( \hat{R}_n(-\tau) = -\hat{R}_n(\tau) \). Combining these equations with (A.38) yields \( R_{cs}(-\tau) = -R_{cs}(\tau) \). This equation and (A.39) indicate that

\[ R_{cs}(\tau) = -R_{sc}(\tau). \]  \hspace{1cm} (A.41)

Equations (A.30), (A.37), and (A.41) imply that

\[ E[n_l(t)n_l(t + \tau)] = 0. \]  \hspace{1cm} (A.42)

A complex-valued, zero-mean stochastic process that satisfies this equation is called a circularly symmetric process. Thus, the complex envelope of a zero-mean, wide-sense stationary process is a circularly symmetric process.

Equation (A.21) indicates that \( \hat{n}(t) \) is generated by a linear operation on \( n(t) \). Therefore, if \( n(t) \) is a zero-mean Gaussian process, \( \hat{n}(t) \) and \( n(t) \) are zero-mean jointly Gaussian processes. Equations (A.32) and (A.33) then imply that \( n_c(t) \) and \( n_s(t) \) are zero-mean jointly Gaussian processes. Since they are uncorrelated, \( n_c(t) \) and \( n_s(t) \) are statistically independent, zero-mean Gaussian processes.

The power spectral density of a signal is the Fourier transform of its autocorrelation. Let \( S(f), S_c(f), \) and \( S_s(f) \) denote the power spectral densities of \( n(t), n_c(t), \) and \( n_s(t) \), respectively. We assume that \( S_n(f) \) occupies the band \( f_c - W/2 \leq |f| \leq f_c + W/2 \) and that \( f_c > W/2 \geq 0 \). Taking the Fourier transform of (A.36), using (A.6), and simplifying, we obtain

\[ S_c(f) = S_s(f) = \begin{cases} S_n(f - f_c) + S_n(f + f_c), & |f| \leq W/2 \\ 0, & |f| > W/2. \end{cases} \]  \hspace{1cm} (A.43)

Thus, if \( n(t) \) is a passband process with bandwidth \( W \) of the positive frequencies, then \( n_c(t) \) and \( n_s(t) \) are baseband processes with bandwidths \( W/2 \). This property and the statistical independence of \( n_c(t) \) and \( n_s(t) \) when \( n(t) \) is Gaussian make (A.31) a very useful representation of \( n(t) \).

Similarly, the cross-spectral density of \( n_c(t) \) and \( n_s(t) \) can be derived by taking the Fourier transform of (A.38) and using (A.6). After simplification, the result is

\[ S_{cs}(f) = \begin{cases} j[S_n(f - f_c) - S_n(f + f_c)], & |f| \leq W/2 \\ 0, & |f| > W/2. \end{cases} \]  \hspace{1cm} (A.44)

If \( S_n(f) \) is locally symmetric about \( f_c \), then

\[ S_n(f_c + f) = S_n(f_c - f), \quad |f| \leq W/2. \]  \hspace{1cm} (A.45)
Since a power spectral density is a real-valued, even function, $S_n(f_c - f) = S_n(f - f_c)$. Equation (A.45) then yields $S_n(f + f_c) = S_n(f - f_c)$ for $|f| \leq W/2$. Therefore, (A.44) gives $S_{cs}(f) = 0$, which implies that

$$R_{cs}(\tau) = 0$$

(A.46)

for all $\tau$. Thus, $n_c(t)$ and $n_s(t + \tau)$ are uncorrelated for all $\tau$, and if $n(t)$ is a zero-mean Gaussian process, then $n_c(t)$ and $n_s(t + \tau)$ are statistically independent for all $\tau$.

The autocorrelation of the complex envelope is defined by

$$R_l(\tau) = E[n^*_l(t)n_l(t + \tau)].$$

(A.47)

Equations (A.29) and (A.26) imply that the complex envelope of a zero-mean, wide-sense stationary process is wide-sense stationary. Equations (A.28) and (A.29) yield

$$R_l(0) = 2R_n(0).$$

(A.48)

Substituting (A.30) into (A.47) and using (A.36) and (A.38), we obtain

$$R_l(\tau) = 2R_c(\tau) + j2R_{cs}(\tau).$$

(A.49)

The power spectral density of $n_l(t)$, which we denote by $S_l(f)$, can be derived from (A.49), (A.44), and (A.43). If $S_n(f)$ occupies the band $f_c - W/2 \leq |f| \leq f_c + W/2$ and $f_c > W/2 \geq 0$, then

$$S_l(f) = \begin{cases} 4S_n(f + f_c), & |f| \leq W/2 \\ 0, & |f| > W/2. \end{cases}$$

(A.50)

Equations (A.36) and (A.38) yield

$$R_n(\tau) = 2R_c(\tau) \cos(2\pi f_c \tau) - 2R_{cs}(\tau) \sin(2\pi f_c \tau).$$

(A.51)

Equations (A.51) and (A.49) imply that

$$R_n(\tau) = Re \left[ R_l(\tau) \exp(j2\pi f_c \tau) \right].$$

(A.52)

We expand the right-hand side of this equation by using the fact that $Re[z] = (z + z^*)/2$. Taking the Fourier transform and observing that $S_l(f)$ is a real-valued function, we obtain

$$S_n(f) = \frac{1}{4}S_l(f - f_c) + \frac{1}{4}S_l(-f - f_c).$$

(A.53)
If $S_n(f)$ is locally symmetric about $f_c$, then (A.50) and (A.45) imply that $S_l(-f) = S_l(f)$, and (A.53) becomes

$$S_n(f) = \frac{1}{4}S_l(f - f_c) + \frac{1}{4}S_l(f + f_c). \quad \text{(A.54)}$$

Many communication signals are modeled as bandpass signals having the form

$$s(t) = A \text{Re}[s_l(t) \exp(j2\pi f_c t + \theta)] \quad \text{(A.55)}$$

where $A$ is the amplitude and $\theta$ is an independent random variable that is uniformly distributed over $0 \leq \theta < 2\pi$. Equation (A.15) indicates that the complex envelope of $s(t)$ is $As_l(t) \exp(j\theta)$. The power spectral density of the complex envelope is equal to $AS_l(f)$, where $S_l(f)$ is the power spectral density of $s_l(t)$. The power spectral density of $s(t)$ is calculated by applying (A.54) or (A.53).

### A.3 Direct-Conversion Receiver

Receivers often extract the complex envelope of the desired signal before applying it to a matched filter. The main components in a direct-conversion receiver are shown in Fig. A.1a. The spectra of the received signal $g(t)$, the input to the baseband filter $g(t) = g(t) \exp(-j2\pi f_c t)$, and the complex envelope $g_l(t)$ are depicted in Fig. A.1b. Let $h(t)$ denote the impulse response of the filter. The output of the filter is

$$y(t) = \int_{-\infty}^{\infty} 2g(\tau) \exp(-j2\pi f_c \tau) h(t - \tau) d\tau. \quad \text{(A.56)}$$

Using (A.15) and the fact that $\text{Re}(x) = (x + x^*)/2$, where $x^*$ denotes the complex conjugate of $x$, we obtain

$$y(t) = \int_{-\infty}^{\infty} g_l(\tau) h(t - \tau) d\tau + \int_{-\infty}^{\infty} g_l(\tau) h(t - \tau) \exp(-j4\pi f_c \tau) d\tau. \quad \text{(A.57)}$$

The second term is the Fourier transform of $g_l(\tau)h(t - \tau)$ evaluated at frequency $-2f_c$. Assuming that $g_l(\tau)$ and $h(t - \tau)$ have transforms confined to $|f| < f_c$, their product has a transform confined to $|f| < 2f_c$, and the second term in (A.57) vanishes. If the Fourier transform of $h(t)$ is a constant over the passband of $g_l(t)$, then (A.57) implies that $y(t)$ is proportional to $g_l(t)$, as desired. Figure A.1c shows the direct-conversion receiver for real-valued signals.

The direct-conversion receiver alters the character of the noise $n(t)$ entering it. Suppose that $n(t)$ is a zero-mean, white Gaussian noise process with autocorrelation

$$R_n(\tau) = E[n(t)n(t + \tau)] = \frac{N_0}{2} \delta(\tau) \quad \text{(A.58)}$$
where $\delta(\tau)$ denotes the Dirac delta function, and $N_0/2$ is the two-sided noise-power spectral density. The complex-valued noise at the output of Fig. A.1a is

$$z(t) = \int_{-\infty}^{\infty} 2n(u)e^{-j2\pi f_c u}h(t-u)du$$  \hspace{1cm} (A.59)

Since it is a linear function of $n(t)$, $z(t)$ is zero-mean and its real and imaginary parts are jointly Gaussian. The autocorrelation of a wide-sense stationary, complex-valued process $z(t)$ is defined as

$$R_z(\tau) = \frac{1}{2}E[z^*(t)z(t+\tau)].$$  \hspace{1cm} (A.60)
Substituting (A.59), interchanging the expectation and integration operations, using (A.58) to evaluate one of the integrals, and then changing variables, we obtain

\[ R_z(\tau) = N_0 \int_{-\infty}^{\infty} h(u)h^*(u + \tau) du. \]  

(A.61)

If the filter is an ideal bandpass filter with Fourier transform

\[ H(f) = \begin{cases} 1, & |f| \leq W \\ 0, & \text{otherwise} \end{cases} \]  

(A.62)

then evaluating the Fourier transform of both sides of (A.61) gives the power spectral density

\[ S_z(f) = \begin{cases} N_0, & |f| \leq W \\ 0, & \text{otherwise} \end{cases}. \]  

(A.63)

Thus, if the subsequent filters have narrower bandwidths than \( W \) or if \( W \to \infty \), then the autocorrelation of \( z(t) \) may be approximated by

\[ R_z(\tau) = N_0 \delta(\tau). \]  

(A.64)

This approximation permits major analytical simplifications. Equations (A.59) and (A.58) imply that

\[ E[z(t)z(t + \tau)] = 2N_0 e^{-j4\pi f_c t} \int_{-\infty}^{\infty} e^{j4\pi f_c u} h(u + \tau) h(u) du. \]  

(A.65)

If \( W < f_c \), then reasoning similar to that following (A.57) leads to

\[ E[z(t)z(t + \tau)] = 0 \]  

(A.66)

which indicates that the complex-valued stochastic process \( z(t) \) is a \textit{circularly symmetric} process. Let \( z^R(t) \) and \( z^I(t) \) denote the real and imaginary parts of \( z(t) \), respectively. Since \( z(t) \) is zero-mean, \( z^R(t) \) and \( z^I(t) \) are zero-mean. Setting \( \tau = 0 \) in (A.66) and (A.60), and then using (A.61), Parseval’s identity, and (A.62), we obtain

\[ E[(z^R(t))^2] = E[(z^I(t))^2] = 2N_0W \]  

(A.67)

\[ E[z^R(t)z^I(t)] = 0. \]  

(A.68)

Thus, \( z^R(t) \) and \( z^I(t) \) are zero-mean, independent Gaussian processes with the same variance.
Appendix B
Probability Distributions

B.1 Chi-Square Distribution

Consider the random variable

$$Z = \sum_{i=1}^{N} A_i^2$$  \hspace{1cm} (B.1)

where the \( \{A_i\} \) are independent Gaussian random variables with means \( \{m_i\} \) and common variance \( \sigma^2 \). The random variable \( Z \) is said to have a noncentral chi-square \( (\chi^2) \) distribution with \( N \) degrees of freedom and a noncentral parameter

$$\lambda = \sum_{i=1}^{N} m_i^2.$$  \hspace{1cm} (B.2)

To derive the probability density function of \( Z \), we first note that each \( A_i \) has the density function

$$f_{A_i}(x) = \frac{1}{\sqrt{2\pi \sigma}} \exp \left[ -\frac{(x-m_i)^2}{2\sigma^2} \right].$$  \hspace{1cm} (B.3)

From elementary probability, the density of \( Y_i = A_i^2 \) is

$$f_{Y_i}(x) = \frac{1}{2\sqrt{x}} [f_{A_i}(\sqrt{x}) + f_{A_i}(-\sqrt{x})] u(x)$$  \hspace{1cm} (B.4)

where \( u(x) = 1, x \geq 0 \), and \( u(x) = 0, x < 0 \). Substituting (B.3) into (B.4), expanding the exponentials, and simplifying, we obtain the density

$$f_{Y_i}(x) = \frac{1}{\sqrt{2\pi x\sigma}} \exp \left( -\frac{x+m_i^2}{2\sigma^2} \right) \cosh \left( \frac{m_i\sqrt{x}}{\sigma^2} \right) u(x).$$  \hspace{1cm} (B.5)
The characteristic function of a random variable $X$ is defined as

$$C_X(jv) = E[e^{jvX}] = \int_{-\infty}^{\infty} f_X(x) \exp(jv x) \, dx$$  \hspace{1cm} (B.6)$$

where $j = \sqrt{-1}$, and $f_X(x)$ is the density of $X$. Since $C_X(jv)$ is the conjugate Fourier transform of $f_X(x)$,

$$f_X(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} C_X(jv) \exp(-jv x) \, dv$$  \hspace{1cm} (B.7)$$

From Laplace or Fourier transform tables, it is found that the characteristic function of $f_{Y_1}(x)$ is

$$C_{Y_1}(jv) = \frac{\exp[jm_1^2v/(1 - j2\sigma^2v)]}{(1 - j\sigma^2v)^{1/2}}.$$  \hspace{1cm} (B.8)$$

The characteristic function of a sum of independent random variables is equal to the product of the individual characteristic functions. Because $Z$ is the sum of the $Y_i$, the characteristic function of $Z$ is

$$C_Z(jv) = \frac{\exp[j\lambda v/(1 - j2\sigma^2v)]}{(1 - j\sigma^2v)^{N/2}}$$  \hspace{1cm} (B.9)$$

where we have used (B.2). From (B.9), (B.7), and Laplace or Fourier transform tables, we obtain the probability density function of noncentral $\chi^2$ random variable with $N$ degrees of freedom and a noncentral parameter $\lambda$:

$$f_Z(x) = \frac{1}{2\sigma^2} \left(\frac{x}{\lambda}\right)^{(N-2)/4} \exp\left[-\frac{x + \lambda}{2\sigma^2}\right] I_{N/2-1} \left(\frac{\sqrt{x\lambda}}{\sigma^2}\right) u(x)$$  \hspace{1cm} (B.10)$$

where $I_n(\ )$ is the modified Bessel function of the first kind and order $n$. This function may be represented by

$$I_n(x) = \sum_{i=0}^{\infty} \frac{(x/2)^{n+2i}}{i! \Gamma(n + i + 1)}$$  \hspace{1cm} (B.11)$$

where the gamma function is defined as

$$\Gamma(x) = \int_0^{\infty} y^{x-1} \exp(-y) \, dy, \quad \text{Re}(x) > 0.$$  \hspace{1cm} (B.12)$$

The probability distribution function of a noncentral $\chi^2$ random variable is

$$F_Z(x) = \int_0^x \frac{1}{2\sigma^2} \left(\frac{y}{\lambda}\right)^{(N-2)/4} \exp\left(-\frac{y + \lambda}{2\sigma^2}\right) I_{N/2-1} \left(\frac{\sqrt{y\lambda}}{\sigma^2}\right) \, dy, \quad x \geq 0.$$  \hspace{1cm} (B.13)$$
If $N$ is even so that $N/2$ is an integer, then $F_Z(\infty) = 1$ and a change of variables in (B.13) yield

$$F_Z(x) = 1 - Q_{N/2} \left( \frac{\sqrt{\lambda}}{\sigma}, \frac{\sqrt{x}}{\sigma} \right), \quad x \geq 0 \quad (B.14)$$

where the generalized Marcum $Q$-function is defined as

$$Q_m(\alpha, \beta) = \int_{\beta}^{\infty} \left( \frac{x}{\alpha} \right)^{m-1} \exp \left( -\frac{x^2 + \alpha^2}{2} \right) I_{m-1}(\alpha x) \, dx \quad (B.15)$$

and $m$ is an integer. Since $Q_m(\alpha, 0) = 1$, it follows that $1 - Q_m(\alpha, \beta)$ is an integral with finite limits that can be numerically integrated. The mean, variance, and moments of $Z$ can be easily obtained by using (B.1) and the properties of independent Gaussian random variables. The mean and variance of $Z$ are

$$E[Z] = N\sigma^2 + \lambda \quad (B.16)$$
$$\sigma_z^2 = 2N\sigma^4 + 4\lambda\sigma^2 \quad (B.17)$$

where $\sigma^2$ is the common variance of the $\{A_i\}$.

From (B.9), it follows that the sum of two independent noncentral $\chi^2$ random variables with $N_1$ and $N_2$ degrees of freedom, noncentral parameters $\lambda_1$ and $\lambda_2$, respectively, and the same parameter $\sigma^2$ is a noncentral $\chi^2$ random variable with $N_1 + N_2$ degrees of freedom and noncentral parameter $\lambda_1 + \lambda_2$.

### B.2 Central Chi-Square Distribution

To determine the probability density function of $Z$ when the $\{A_i\}$ have zero means, we substitute (B.11) into (B.10) and then take the limit as $\lambda \to 0$. We obtain

$$f_Z(x) = \frac{1}{(2\sigma^2)^{N/2}\Gamma(N/2)} x^{N/2-1} \exp \left( -\frac{x^2}{2\sigma^2} \right) u(x). \quad (B.18)$$

Alternatively, this equation results if we substitute $\lambda = 0$ into the characteristic function (B.9) and then use (B.7). Equation (B.18) is the probability density function of a central $\chi^2$ random variable with $N$ degrees of freedom. The probability distribution function is

$$F_Z(x) = \int_{0}^{x} \frac{1}{(2\sigma^2)^{N/2}\Gamma(N/2)} y^{N/2-1} \exp \left( -\frac{y^2}{2\sigma^2} \right) dy, \quad x \geq 0. \quad (B.19)$$

If $N$ is even so that $N/2$ is an integer, then integrating this equation by parts $N/2 - 1$ times yields
\[ F_Z(x) = 1 - \exp \left( -\frac{x}{2\sigma^2} \right) \sum_{i=0}^{N/2-1} \frac{1}{i!} \left( \frac{x}{2\sigma^2} \right)^i, \quad x \geq 0. \]  

(B.20)

By direct integration using (B.18) and (B.12) or from (B.16) and (B.17), it is found that the mean and variance of \( Z \) are

\[ E[Z] = N\sigma^2 \]  

(B.21)

\[ \sigma_z^2 = 2N\sigma^4. \]  

(B.22)

### B.3 Rice Distribution

Consider the random variable

\[ R = \sqrt{A_1^2 + A_2^2} \]  

(B.23)

where \( A_1 \) and \( A_2 \) are independent Gaussian random variables with means \( m_1 \) and \( m_2 \), respectively, and a common variance \( \sigma^2 \). The probability distribution function of \( R \) must satisfy \( F_R(r) = F_Z(r^2) \), where \( Z = A_1^2 + A_2^2 \) is a \( \chi^2 \) random variable with two degrees of freedom. Therefore, (B.14) with \( N = 2 \) implies that

\[ F_R(r) = 1 - Q_1 \left( \frac{\sqrt{\lambda}}{\sigma}, \frac{r}{\sigma} \right), \quad r \geq 0 \]  

(B.24)

where \( \lambda = m_1^2 + m_2^2 \). This function is called the Rice probability distribution function. The Rice probability density function, which may be obtained by differentiation of (B.24), is

\[ f_R(r) = \frac{r}{\sigma^2} \exp \left( -\frac{r^2 + \lambda}{2\sigma^2} \right) I_0 \left( \frac{r\sqrt{\lambda}}{\sigma^2} \right) u(r). \]  

(B.25)

The moments of even order can be derived from (B.23) and the moments of the independent Gaussian random variables. The second moment is

\[ E[R^2] = 2\sigma^2 + \lambda. \]  

(B.26)

In general, moments of the Rice distribution are given by an integration over the density in (B.25). Substituting (B.11) into the integrand, interchanging the summation and integration, changing the integration variable, and using (B.12), we obtain a series that is recognized as a special case of the confluent hypergeometric function. Thus,

\[ E[R^n] = (2\sigma^2)^{n/2} \exp \left( -\frac{\lambda}{2\sigma^2} \right) \Gamma \left( 1 + \frac{n}{2} \right) \, {}_1F_1 \left( 1 + \frac{n}{2}, 1; \frac{\lambda}{2\sigma^2} \right), \quad n \geq 0 \]  

(B.27)
where the confluent hypergeometric function is defined as

$$
{1 \choose 0} F_1(\alpha, \beta; x) = \sum_{i=0}^{\infty} \frac{\Gamma(\alpha + i) \Gamma(\beta) x^i}{\Gamma(\alpha) \Gamma(\beta + i) i!}, \quad \beta \neq 0, -1, -2, \ldots.
$$ (B.28)

The Rice density function often arises in the context of a transformation of variables. Let $A_1$ and $A_2$ represent independent Gaussian random variables with common variance $\sigma^2$ and means $\lambda$ and zero, respectively. Let $R$ and $\Theta$ be implicitly defined by $A_1 = R \cos \Theta$ and $A_2 = R \sin \Theta$. Then (B.23) and $\Theta = \tan^{-1}(A_2/A_2)$ describes a transformation of variables. A straightforward calculation yields the joint density function of $R$ and $\Theta$:

$$
f_{R,\Theta}(r, \theta) = \frac{r}{2\pi \sigma^2} \exp \left( -\frac{r^2 - 2r \lambda \cos \theta + \lambda^2}{2\sigma^2} \right), \quad r \geq 0, \ |\theta| \leq \pi.
$$ (B.29)

The density function of the envelope $R$ is obtained by integration over $\Theta$. Since the modified Bessel function of the first kind and order zero satisfies

$$
I_0(x) = \frac{1}{2\pi} \int_{0}^{2\pi} \exp(x \cos u) \, du
$$ (B.30)

this density function reduces to the Rice density function (B.25). The density function of the angle $\Theta$ is obtained by integrating (B.29) over $r$. Completing the square of the argument in (B.29), changing variables, and defining the Q-function

$$
Q(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{y^2}{2} \right) dy = \frac{1}{2} \text{erfc} \left( \frac{x}{\sqrt{2}} \right)
$$ (B.31)

where erfc( ) is the complementary error function, we obtain

$$
f_{\Theta}(\theta) = \frac{1}{2\pi} \exp \left( -\frac{\lambda^2}{2\sigma^2} \right) + \frac{\lambda \cos \theta}{\sqrt{2\pi} \sigma} \exp \left( -\frac{\lambda^2 \sin^2 \theta}{2\sigma^2} \right) \left[ 1 - Q \left( \frac{\lambda \cos \theta}{\sigma} \right) \right],
$$ (B.32)

$|\Theta| \leq \pi$.

Since (B.29) cannot be written as the product of (B.25) and (B.32), the random variables $R$ and $\Theta$ are not independent.

Since the density function of (B.25) must integrate to unity, we find that

$$
\int_{0}^{\infty} r \exp \left( -\frac{r^2}{2b} \right) I_0 \left( r \sqrt{\frac{\lambda}{b}} \right) \, dr = b \exp \left( \frac{\lambda}{2b} \right)
$$ (B.33)

where $\lambda$ and $b$ are positive constants. This equation is useful in calculations involving the Rice density function.
B.4 Rayleigh Distribution

A Rayleigh-distributed random variable is defined by (B.23) when $A_1$ and $A_2$ are independent Gaussian random variables with zero means and a common variance $\sigma^2$. Since $F_R(r) = F_Z(r^2)$, where $Z$ is a central $\chi^2$ random variable with two degrees of freedom, (B.20) with $N = 2$ implies that the Rayleigh probability distribution function is

$$F_R(r) = 1 - \exp\left(-\frac{r^2}{2\sigma^2}\right), \quad r \geq 0. \quad \text{(B.34)}$$

The Rayleigh probability density function, which may be obtained by differentiation of (B.34), is

$$f_R(r) = \frac{r}{\sigma^2} \exp\left(-\frac{r^2}{2\sigma^2}\right) u(r). \quad \text{(B.35)}$$

By a change of variables in the defining integral, any moment of $R$ can be expressed in terms of the gamma function defined in (B.12). Therefore,

$$E[R^n] = (2\sigma^2)^{n/2}\Gamma\left(1 + \frac{n}{2}\right). \quad \text{(B.36)}$$

Certain properties of the gamma function are needed to simplify (B.36). An integration by parts of (B.12) indicates that $\Gamma(1 + x) = x\Gamma(x)$. A direct integration yields $\Gamma(1) = 1$. Therefore, when $n$ is an integer, $\Gamma(n) = (n - 1)!$. Changing the integration variable by substituting $y = z^2$ in (B.12), it is found that $\Gamma(1/2) = \sqrt{\pi}$.

Using these properties of the gamma function, we obtain the mean and the variance of a Rayleigh-distributed random variable:

$$E[R] = \sqrt{\frac{\pi}{2}} \sigma \quad \text{(B.37)}$$

$$\sigma_R^2 = \left(2 - \frac{\pi}{2}\right) \sigma^2. \quad \text{(B.38)}$$

Since $A_1$ and $A_2$ have zero means, the joint probability density function of the random variables $R = \sqrt{A_1^2 + A_2^2}$ and $\Theta = \tan^{-1}(A_2/A_1)$ is given by (B.29) with $\lambda = 0$. Therefore,

$$f_{R,\Theta}(r, \Theta) = \frac{r}{2\pi\sigma^2} \exp\left(-\frac{r^2}{2\sigma^2}\right), \quad r \geq 0, \quad |\Theta| \leq \pi. \quad \text{(B.39)}$$

Integration over $\Theta$ yields (A.35), and integration over $r$ yields the uniform probability density function:

$$f_\theta(\theta) = \frac{1}{2\pi}, \quad |\theta| \leq \pi. \quad \text{(B.40)}$$
Since (B.39) equals the product of (B.35) and (B.40), the random variables $R$ and $\Theta$ are independent. In terms of these random variables, $A_1 = R \cos \Theta$ and $A_2 = R \sin \Theta$. A straightforward calculation using the independence and densities of $R$ and $\Theta$ verifies that $A_1$ and $A_2$ are zero-mean, independent, Gaussian random variables with common variance $\sigma^2$. Since the square of a Rayleigh-distributed random variable may be expressed as $R^2 = A_1^2 + A_2^2$, where $A_1$ and $A_2$ are zero-mean, independent, Gaussian random variables with common variance $\sigma^2$, $R^2$ has the distribution of a central chi-square random variable with two degrees of freedom. Therefore, (B.18) with $N = 2$ indicates that the square of a Rayleigh-distributed random variable has an exponential probability density function with mean $2\sigma^2$.

**B.5 Exponentially Distributed Random Variables**

Both the square of a Rayleigh-distributed random variable and a central chi-square random variable with two degrees of freedom have exponential probability distribution and density functions. Consider the random variable

$$Z = \sum_{i=1}^{N} Y_i$$  \hspace{1cm} (B.41)

where the $\{Y_i\}$ are independent, exponentially distributed random variables with unequal positive means $\{m_i\}$. The exponential probability density function of $Y_i$ is

$$f_{Y_i}(x) = \frac{1}{m_i} \exp \left( -\frac{x}{m_i} \right) u(x).$$  \hspace{1cm} (B.42)

A straightforward calculation yields the characteristic function

$$C_{Y_i}(jv) = \frac{1}{1 - jvm_i}.$$  \hspace{1cm} (B.43)

Since $Z$ is the sum of independent random variables, (B.43) implies that its characteristic function is

$$C_Z(jv) = \prod_{i=1}^{N} \frac{1}{1 - jvm_i}.$$  \hspace{1cm} (B.44)

To derive the probability density function of $Z$, (B.7) is applied after first expanding the right-hand side of (B.44) in a partial-fraction expansion. The result is

$$f_Z(x) = \sum_{i=1}^{N} \frac{B_i}{m_i} \exp \left( -\frac{x}{m_i} \right) u(x)$$  \hspace{1cm} (B.45)
where
\[
B_i = \begin{cases} 
\prod_{k=1, k \neq i}^{N} \frac{m_i}{m_i - m_k}, & N \geq 2 \\
1, & N = 1 
\end{cases} \quad (B.46)
\]
and \( m_i \neq m_k, i \neq k \). A direct integration and algebra yields the probability distribution function
\[
F_Z(x) = 1 - \sum_{i=1}^{N} B_i \exp\left(-\frac{x}{m_i}\right), \quad x \geq 0. \quad (B.47)
\]
Equations (B.45) and (B.12) give
\[
E[Z^n] = \Gamma(1 + n) \sum_{i=1}^{N} B_i m_i^n, \quad n \geq 0. \quad (B.48)
\]
When the \( \{m_i\} \) are equal so that \( m_i = m, 1 \leq i \leq N \), then \( C_Z(jv) = (1 - jvm)^{-N} \). Therefore, the probability density function of \( Z \) is
\[
f_Z(x) = \frac{1}{(N-1)!m^N} x^{N-1} \exp\left(-\frac{x}{m}\right) u(x) \quad (B.49)
\]
which is a special case of the gamma density function. Successive integration by parts yields the probability distribution function
\[
F_Z(x) = 1 - \exp\left(-\frac{x}{m}\right) \sum_{i=0}^{N-1} \frac{1}{i!} \left(\frac{x}{m}\right)^i. \quad (B.50)
\]
From (B.49) and (B.12), the mean and variance of \( Z \) are found to be
\[
E[Z] = Nm \quad (B.51)
\]
\[
\sigma_Z^2 = Nm^2. \quad (B.52)
\]
Appendix C
Convergence of Adaptive Algorithms

C.1 LMS Algorithm

C.1.1 Convergence of the Mean

The least-mean-square (LMS) algorithm computes the $N \times 1$ weight vector at iteration $n$ as (Sects. 2.7 and 6.5)

$$W(n + 1) = W(n) + 2\mu \epsilon^*(n) x(n), \ n = 0, 1, \ldots$$ (C.1)

where $x(n)$ is a zero-mean $N \times 1$ input vector,

$$\epsilon(n) = d(n) - y(n) = d(n) - W^H(n)x(n)$$ (C.2)

is the estimation error, $d(n)$ is the desired response, and

$$y(n) = W^H(n)x(n)$$ (C.3)

is the filter output. The adaptation constant $\mu$ controls the rate of convergence of the algorithm. We prove convergence of the mean weight vector under the assumption that the input vectors $\{x(n)\}$ are statistically independent, stationary random vectors. The assumption is valid at least when the sampling times of the components of $x(n + 1)$ are separated in time from those of $x(n)$ by intervals that are large compared to the correlation time of the input process. The Wiener–Hopf equation for the optimal weight vector, which minimizes the mean-square estimation error, is

$$W_0 = R_{xx}^{-1}R_{xd}$$ (C.4)

where

$$R_{xx} = E[x(n)x^H(n)]$$ (C.5)
is the $N \times N$ Hermitian correlation matrix of $x(n)$ and
\[ R_{xd} = E \left[ x(n) d^*(n) \right] \]  
(C.6)
is the $N \times 1$ cross-correlation vector. If we assume that $E[|y(n)|^2] \neq 0$ when $W(n) \neq 0$, then $R_{xx}$ must be positive definite. If $W(n) = W_0$, then (C.2) indicates that the minimum mean-square estimation error is
\[ \epsilon_m^2 = E[|d(n)|^2] - R_{xd}^H R_{xx}^{-1} R_{xd}. \]  
(C.7)

If $x(n + 1)$ is independent of $x(k)$ and $d(k)$, $k \leq n$, (C.1) implies that $W(n)$ is independent of $x(n)$. Thus, the expected value of the weight vector satisfies
\[ E[W(n + 1)] = (1 - 2\mu R_{xx}) E[W(n)] + 2\mu R_{xd}. \]  
(C.8)
This discrete-time equation is linear and time invariant. Its equilibrium point is easily calculated to be $W_0$. From (C.4) and (C.8), it follows that
\[ E[W(n + 1)] - W_0 = (I - 2\mu R_{xx})^{n+1} [W(0) - W_0]. \]  
(C.9)
With an initial weight vector $W(0)$, this equation implies that
\[ E[W(n + 1)] - W_0 = (I - 2\mu R_{xx})^{n+1} [W(0) - W_0] \]  
(C.10)
where $W(0)$ might be the identity matrix or an estimate of $W_0$. Since $R_{xx}$ is Hermitian and positive definite, it can be represented as
\[ R_{xx} = QAQ^{-1} = QAQ^H \]  
(C.11)
where $Q$ is the unitary modal matrix of $R_{xx}$ with eigenvectors as its columns, and $\Lambda$ is the diagonal matrix of eigenvalues of $R_{xx}$. Therefore, (C.10) can be expressed as
\[ E[W(k + 1)] - W_0 = [I - 2\mu QAQ^{-1}]^{n+1} [W(0) - W_0] \]
\[ = Q[I - 2\mu \Lambda]^{n+1} Q^{-1} [W(0) - W_0]. \]  
(C.12)

This equation indicates that
\[ \lim_{n \to \infty} [I - 2\mu \Lambda] = 0 \]  
(C.13)
is necessary and sufficient for the weight vector to converge to its optimal value:
\[ \lim_{n \to \infty} E[W(n)] = W_0 = R_{xx}^{-1} R_{xd}. \]  
(C.14)
A necessary and sufficient condition for (C.13), and hence (C.14), is that the diagonal elements of the diagonal matrix \( [I - 2\mu A] \) have magnitudes less than unity. Since \( R_{xx} \) is Hermitian and positive definite, its eigenvalues, \( \lambda_1, \lambda_2, ..., \lambda_n \), are positive. Therefore, the diagonal elements of \( I - 2\mu \Lambda \), which are \( 1 - 2\mu \lambda_1, 1 - 2\mu \lambda_2, ..., 1 - 2\mu \lambda_N \), have magnitudes less than unity if and only if

\[
|1 - 2\mu \lambda_{\text{max}}| < 1
\]

where \( \lambda_{\text{max}} \) is the maximum eigenvalue of \( R_{xx} \). This equation yields the necessary and sufficient convergence condition:

\[
0 < \mu < \frac{1}{\lambda_{\text{max}}}
\]

Although stronger convergence results can be proved if the inputs are stationary processes and \( \mu \) is allowed to decrease with the iteration number, making \( \mu \) constant gives the adaptive system flexibility in processing nonstationary inputs.

The matrix multiplications in (C.12) indicate that during adaptation the weights undergo transients that vary as sums of terms of the form \( (1 - 2\mu \lambda_i)^k \). These transients determine the rate of convergence of the mean vector. The time constants of the convergence are defined so that

\[
|1 - 2\mu \lambda_i|^n = \exp \left( -\frac{n}{\tau_i} \right), \quad i = 1, 2, ..., N
\]

which yields

\[
\tau_i = -\frac{1}{\ln((1 - 2\mu \lambda_i))}, \quad i = 1, 2, ..., N.
\]

As explained subsequently, the convergence of the weight covariances and the mean-square error require, under reasonable assumptions, that \( \mu < 1/2\lambda_{\text{max}} \). With this restriction, it follows from (C.18) that the maximum time constant is

\[
\tau_{\text{max}} = -\frac{1}{\ln(1 - 2\mu \lambda_{\text{min}})}, \quad 0 < \mu < \frac{1}{2\lambda_{\text{max}}}
\]

where \( \lambda_{\text{min}} \) is the smallest eigenvalue of \( R_{xx} \). If \( \mu \) is close to the upper bound in (C.19), then \( \tau_{\text{max}} \) is largely determined by the eigenvalue spread defined as \( \lambda_{\text{max}}/\lambda_{\text{min}} \).

### 1.2 Misadjustment

If the random vectors \( W(n) \) and \( x(n) \) are independent, then (C.2), (C.4), and (C.7) imply that

\[
E[|\epsilon(n)|^2] = \epsilon_m^2 + E[V^H(n)R_{xx}V(n)]
\]
where

\[ V(n) = W(n) - W_0. \]  \hspace{1cm} (C.21)

Even if \( E[W(n)] \to W_0 \), it does not follow that \( E[|\epsilon|^2] \to \epsilon_m^2 \). A measure of the extent to which the LMS algorithm fails to provide the ideal performance is the excess mean-square error, \( E[|\epsilon|^2] - \epsilon_m^2 \). A dimensionless measure of the performance loss, called the misadjustment, is defined as

\[ M = \lim_{k \to \infty} \frac{E[|\epsilon(n)|^2] - \epsilon_m^2}{\epsilon_m^2}. \]  \hspace{1cm} (C.22)

To derive an expression for the misadjustment, we make the following four assumptions:

1. The jointly stationary processes \( x(n + 1) \) and \( d(n + 1) \) are independent of \( x(k) \) and \( d(k) \), \( k \leq n \). It then follows from (C.1) that \( W(n) \) is independent of \( x(n) \) and \( d(n) \).

2. The adaptation constant satisfies

\[ 0 < \mu < \frac{1}{tr(R_{xx})}. \]  \hspace{1cm} (C.23)

3. \( E[\|V(n)\|^2] \) converges as \( n \to \infty \).

4. As \( n \to \infty \), \( |\epsilon(n)|^2 \) and \( \|x(n)\|^2 \) become uncorrelated so that

\[ \lim_{k \to \infty} E[|\epsilon(n)|^2 \|x(n)\|^2] = tr(R_{xx}) \left\{ \lim_{n \to \infty} E[|\epsilon(n)|^2] \right\}. \]  \hspace{1cm} (C.24)

Assumptions 1 and 2 imply convergence of the mean weight vector, which requires (C.16), because the sum of the eigenvalues of a square matrix is equal to its trace, and hence

\[ \lambda_{\text{max}} < \sum_{i=1}^{N} \lambda_i = tr(R_{xx}). \]  \hspace{1cm} (C.25)

The total input power is \( E[\|x(n)\|^2] = tr(R_{xx}) \). For Assumption 3 to be true, a tighter restriction on \( \mu \) than Assumption 2 may be necessary. Assumption 4 is physically plausible, but it is an approximation.

Equations (C.1) and (C.21) imply that

\[ V(n + 1) = V(n) + 2\mu e^*(n)x(n). \]  \hspace{1cm} (C.26)

It follows that

\[ E[\|V(n + 1)\|^2] = E[\|V(n)\|^2] + 4\mu Re\{E[e^*(n)V^H(n)x(n)]\} \]
\[ + 4\mu^2 E[|\epsilon(n)|^2 \|x(n)\|^2]. \]  \hspace{1cm} (C.27)
Assumption 1 and (C.2), (C.5), and (C.6) yield
\[
E[\epsilon^*(n) V^H(n)x(n)] = E[V^H(n)R_{x,d}] - E[V^H(n)R_{xx}W(n)].
\] (C.28)

Substitution of (C.21), (C.4), and (C.20) gives
\[
E[\epsilon^*(n) V^H(n)x(n)] = \epsilon^2_m - E[|\epsilon(n)|^2].
\] (C.29)

Substituting (C.29) into (C.27), taking the limit as \( n \to \infty \), and using Assumptions 3 and 4, we obtain
\[
\lim_{k \to \infty} E[|\epsilon(n)|^2] = \frac{\epsilon^2_m}{1 - \mu tr(R_{xx})}.
\] (C.30)

Assumption 2 ensures that the right-hand side of this equation is positive and finite, which could not be guaranteed if the less restrictive (C.16) were assumed instead. Substituting (C.30) into (C.22), we obtain
\[
M = \frac{\mu tr(R_{xx})}{1 - \mu tr(R_{xx})}.
\] (C.31)

This result applies to both the real and complex discrete-time LMS algorithms. According to (C.31), increasing \( \mu \) to improve the convergence rate has the side effect of increasing the misadjustment. For fixed \( \mu \), the misadjustment increases with the total input power.

C.2 Frost Algorithm

C.2.1 Convergence of the Mean

The Frost or linearly constrained minimum-variance algorithm computes the \( N \times 1 \) weight vector as (Sect. 6.5)
\[
W(0) = \frac{1}{G} p_k
\] (C.32)
\[
W(n + 1) = \left( I - \frac{1}{G} p_k p_k^T \right) \left[ W(n) - 2\mu y(n) \bar{d}_k^*(n) \right] + \frac{1}{G} p_k
\] (C.33)

where \( p_k \) is the \( N \times 1 \) vector of the spreading sequence of user \( k \), \( y(n) \) is the \( N \times 1 \) input vector comprising output samples of a chip-matched filter, and
\[
\bar{d}_k(n) = W^H(n) y(n)
\] (C.34)
is the $N \times 1$ filter output vector. The optimal weight vector is

$$W_0 = \frac{R_y^{-1}p_k}{p_k^T R_y^{-1} p_k} \quad \text{(C.35)}$$

where

$$R_y = E \left[ y(n) y^H(n) \right] \quad \text{(C.36)}$$

is the $N \times N$ Hermitian correlation matrix of $y(n)$. The spreading sequence is normalized so that

$$p_k^T p_k = G \quad \text{(C.37)}$$

If $y(n + 1)$ is independent of $y(k), k \leq n$, then $W(n)$ and $y(n)$ are independent and (C.33) implies that

$$E[W(n + 1)] = A[I - 2\mu R_y]E[W(n)] + \frac{1}{G} p_k, \quad n \geq 0 \quad \text{(C.38)}$$

where

$$A = \left( I - \frac{1}{G} p_k p_k^T \right) \quad \text{(C.39)}$$

Equations (C.38), (C.39), (C.21), (C.35), and (C.37) yield

$$V(n + 1) = AV(n) - 2\mu AR_y V(n), \quad n \geq 0 \quad \text{(C.40)}$$

Direct multiplication verifies that $A^2 = A$. It then follows from (C.40) that $AV(n) = V(n), n \geq 1$. It is easily verified that $AV(0) = V(0)$. Consequently,

$$V(n + 1) = [I - 2\mu AR_y A]V(n) = [I - 2\mu AR_y A]^{n+1}V(0), \quad n \geq 0 \quad \text{(C.41)}$$

A straightforward calculation verifies that the matrix $AR_y A$ is Hermitian, and hence it has a complete set of orthonormal eigenvectors. Direct calculation proves that

$$AR_y A p_k = 0 \quad \text{(C.42)}$$

which indicates that $p_k$ is an eigenvector of $AR_y A$ with eigenvalue equal to zero. Let $e_i, i = 1, 2, \ldots, N - 1,$ denote the $N - 1$ remaining orthonormal eigenvectors. Because the $e_i$ must be orthogonal to $p_k$,

$$p_k^T e_i = 0, \quad i = 1, 2, \ldots, N - 1 \quad \text{(C.43)}$$

From this equation and (C.39), it follows that

$$Ae_i = e_i, \quad i = 1, 2, \ldots, N - 1 \quad \text{(C.44)}$$
Let $\sigma_i$ denote the eigenvalue of $\mathbf{AR}_y\mathbf{A}$ associated with the unit eigenvector $\mathbf{e}_i$. Using (C.44), we obtain

$$\sigma_i = \mathbf{e}_i^H \mathbf{AR}_y \mathbf{A} \mathbf{e}_i = \mathbf{e}_i^H \mathbf{R}_y \mathbf{e}_i, \quad i = 1, 2, ..., N - 1. \quad (C.45)$$

Since $\mathbf{e}_i$ is a unit vector, the Rayleigh quotient of (5.86) implies that

$$\lambda_{\min} \leq \mathbf{e}_i^H \mathbf{R}_y \mathbf{e}_i \leq \lambda_{\max} \quad (C.46)$$

where $\lambda_{\min}$ and $\lambda_{\max}$ are the smallest and largest eigenvalues, respectively, of the Hermitian matrix $\mathbf{R}_y$. If we assume that $\mathbf{R}_y$ is a positive definite, then $\lambda_{\min} > 0$, and hence $\sigma_i > 0, i = 1, 2, ..., N - 1$. We conclude that the $\{\mathbf{e}_i\}$ correspond to nonzero eigenvalues.

Equations (C.21), (C.32), (C.35), and (C.37) indicate that $\mathbf{p}_k^T \mathbf{V}(0) = \mathbf{0}$. Therefore, $\mathbf{V}(0)$ is equal to a linear combination of the $\mathbf{e}_i, i = 1, 2, ..., N - 1$, which are the eigenvectors of $\mathbf{AR}_y\mathbf{A}$ corresponding to the nonzero eigenvalues. If $\mathbf{V}(0)$ is equal to the eigenvector $\mathbf{e}_l$ with eigenvalue $\sigma_l$, then (C.41) indicates that

$$\mathbf{V}(n + 1) = (1 - 2\mu\sigma_l)^n \mathbf{e}_l, \quad n \geq 0. \quad (C.47)$$

Therefore, a necessary and sufficient condition for the convergence of the mean weight vector is that $|1 - 2\mu\sigma_l| < 1$ for $i = 1, 2, ..., N - 1$. Since $\sigma_i > 0$, the necessary and sufficient condition for convergence is

$$0 < \mu < \frac{1}{\sigma_{\max}}. \quad (C.48)$$

Analogously to (C.18), the convergence of the mean weight vector of the Frost algorithm has transients that can be characterized by the time constants

$$\tau_i = -\frac{1}{\ln(|1 - 2\mu\sigma_i|)}, \quad i = 1, 2, ..., N - 1. \quad (C.49)$$

If $0 < \mu < 1/2\sigma_{\max}$, the largest time constant is

$$\tau_{\max} = -\frac{1}{\ln(1 - 2\mu\sigma_{\min})}, \quad 0 < \mu < \frac{1}{2\sigma_{\max}} \quad (C.50)$$

where $\sigma_{\min}$ is the smallest nonzero eigenvalue of $\mathbf{AR}_y\mathbf{A}$. If $\mu$ is close to the upper bound in (C.50), then $\tau_{\max}$ is largely determined by the eigenvalue spread defined as $\sigma_{\max}/\sigma_{\min}$. 
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