The topics covered in this book deal with the interrelation between low-power and test of VLSI circuits. The reader has been introduced first to the basic concepts in manufacturing test and power issues during test. In order to avoid destructive testing and overkill, various solutions adopted to reduce power during test have been developed. In the first part of the book, the emphasis was placed on solutions for low-power ATPG, power-aware DFT, BIST and test data compression and power-conscious system-level test planning. The presence of power-management structures, such as clock gating, power gating or multiple supply voltages, introduces additional constraints on the testing process. Therefore, in the second part of the book, the focus was shifted toward the unique test requirements for low-power devices. The book concludes with an overview of the challenges faced by the EDA industry to integrate the constraints and objectives for designing low-power and testable VLSI circuits.

Over the past few decades, the consumers have benefited from Moore’s Law by gaining more functionality when shifting from one process node to the next one. As we have already seen in the past few years, the power wall has altered this trend, and innovations in technology, circuits and architectures are necessary to get the most out of the nano-scale process nodes and maintain their performance benefits and hence the added functionality over time. As final remarks for this book, we briefly look at three different directions pursued these days to manage the excessive power requirements and understand their implications on the test technology. These directions can be broadly classified as technology, circuit and architecture oriented.

On the integration technology side, there are major ongoing initiatives for implementing 3D integrated devices. Placing active devices on multiple tiers within the same package can reduce the power consumed by long interconnects and device pins. This, in turn, provides an opportunity to boost the performance without exceeding the power budgets constrained by heat density, packaging and cooling equipment. Nevertheless, regardless how 3D integration is achieved, i.e. through stacked chips, wafer-scale or monolithic integration (each of them with different fabrication cost and size for through-silicon vias), the test technology will need to keep up in order to test these devices cost-effectively. For example, interconnects between layers may require new fault models and devising thermal-aware test plans for 3D circuits will present unique challenges to the test technology.
Future process technologies will introduce even more design variability and predicting circuit performance will become more difficult as the feature size continues to decrease. A worst-case design approach will be impractical either due to performance or yield concerns. As a consequence, there has been a growing interest in using resilient circuits that can tolerate the process parameter variations, temperature gradients or fluctuations in supply voltages, all of which influence power. The use of on-chip temperature and voltage sensors, combined with self-adaptive circuits, has been shown to allow body bias, operating frequency and supply voltage to be dynamically adjusted. Similarly, error detection circuitry can be employed to detect timing errors at runtime, in which case additional clock cycles are required for rollback and recovery. This enables circuit operation at better than worst-case clock period; and as long as the timing errors are not frequent, the improvement in clock frequency outweighs the penalty in clock cycle count. There is little doubt that relaxing the focus from worst-case design will benefit power; however, new test challenges will arise. Screening the fabrication defects in logic blocks in the presence of resilient circuits is not a trivial task and these circuits will also need to be thoroughly characterized and tested for defects, as they are the infrastructure that enables self-adaptation in-field. Besides, guaranteeing their correct operation in-field will require a better understanding how online test and diagnosis can be done in a power-efficient way.

It is well known that multi-core processors are becoming the standard computing architecture. One of the major reasons for their adoption was the power wall faced by the single-core processors, which have relied primarily on scaling the operating frequency for a boost in performance. With the burden shifted to software development, on-chip parallel computing provided by multi-cores is enabling a further improvement in performance. As we gradually move from two to quad to eight and so on to “hundreds-of-core” processors, some of these cores will be used to improve yield and reliability by means of fault tolerance for permanent faults and self-adaptation for transient errors. As it was the case with resilient circuits, the self-adaptive architectural features, which decide at runtime the load on each processor, will pose unique challenges to the test technology. An example is the creation of power-constrained test plans that take into account the temperature gradients for validating the self-adaptive architectural features. On another line of thought, multi-core architectures will provide the opportunity to rethink some of the fundamental EDA algorithms, including ATPG, DFT insertion, test data compression and so on; most of these algorithms will deal with power constraints and hence multi-core architectures will enable a faster and better implementation.

Low-power testing is an active area of research and development that has steadily moved from research labs to practice in the past decade. This book has detailed both the basic and the advanced techniques in the field. It is anticipated that with the growing need for more power efficiency, the low-power testing techniques presented in this book will continue to be widely adopted. With the ongoing advances in technology, circuits and architectures for low-power design, more innovation for low-power testing will happen; in this respect, we believe that this book will serve as an inspiration for future research and development in the field.
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