We set out in this book to address the problem of visual analysis of behaviours of objects, in particular of people. Understanding and interpreting behaviour is central to social interaction and communication between humans. To study computational models of behaviour by constructing automatic recognition systems and devices may help us with better understanding of how the human visual system bridges sensory mechanisms and semantic understanding. Automated visual analysis of behaviour also provides the key building blocks for an artificial intelligent vision system. Computational modelling and analysis of object behaviour through visual observation offers the potential for a wide range of applications including visual surveillance for crime prevention and detection, asset and facility management, video indexing and search, robotics and personalised healthcare, human computer interaction, animation and computer games.

Visual analysis of behaviour is a challenging problem. It requires to solve a host of difficult problems in computer vision including object detection, segmentation, tracking, motion trajectory analysis, pattern classification, and time series data modelling and prediction. An automated system for behaviour understanding and interpretation must address two challenging problems of computational complexity and uncertainty. Object behaviours in general exhibit complex spatio-temporal dynamics in a highly dynamical and uncertain environment. Visual analysis of behaviour is also subject to noise, incompleteness and uncertainty in sensory data. To further compound the problem, semantic meaning of a behaviour is highly context dependent, and behavioural context may not be measurable given visual information alone. To address these difficulties, statistical machine learning and the exploitation of human knowledge have become critical.

In this book, we study plausible computational models and tractable algorithms that are capable of automatic visual analysis of behaviour in complex and uncertain visual environments, ranging from well-controlled private spaces to highly crowded public scenes. In particular, we consider algorithms and methodologies capable of representing, learning, recognising, interpreting and predicting behaviours. The study of automatic visual analysis of behaviour is concerned with different types of behaviour ranging from facial expression and hand gesture to group behaviour observed from a network of distributed cameras. The book aims to reflect the current
trends, progress and challenges on visual analysis of behaviour and highlight some of the open questions.

Despite the best efforts of computer vision researchers in the past two decades, deploying automated visual analysis of behaviour to a realistic environment is still in its infancy. We hope that in the not too distance future, those techniques considered in this book will be matured enough to give birth to a host of practical computer vision applications that will have a profound impact on human life.
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Symbols
1-norm, 76
1D, see one-dimensional
24/7, 11, 179, 211
2D, see two-dimensional
2D view, 109
3D, see three-dimensional
3D model, 109
3D model-based tracking, 109
3D skeleton, 109

A
Absolute difference vector, 304
Accumulation factor, 166
Action, 4
Action cuboid, 154
Action detection, 20, 150
Action localisation, 150
Action model, 135, 141
Action recognition, 19, 133
Action representation, 135, 141
  bag-of-words, 44
Action unit, 16
Active learning, 56, 57, 265, 269
  adaptive weighting, 271
  critical example, 270
  expected error reduction, 269
  expected model change, 269
  likelihood criterion, 269, 275
  pool-based, 269
  query criterion, 269
  stream-based, 269
  uncertainty criterion, 269, 275
Activity, 4, 22, 185, 216
Activity classification, 187
Activity graph, 186
Activity model, 181

Activity recognition, 163
Activity representation
  bivariate time series, 288
  hierarchical, 186
Activity segmentation, 170
Activity transition matrix, 186
Acyclicity check, 325
AdaBoost, 76
Affective body gesture, 123
Affective state, 123, 127
Affinity, 196
Affinity feature vector, 196
Affinity matrix, 196, 236, 271, 289
  eigenvector, 196
  normalised, 196
Affinity metric, 195
Aging society, 9
Alignment, 70, 81
Alternative hypothesis, 204
Ambient space, 78
Animation, 9
Annotation, 154
  automated, 151, 154, 156
  learning, 154
Anomalous region, 246
Anomaly, 6, 193, 245, 247
  specificity, 6
Anomaly detection, 54, 200
  cumulative factor, 203
  on-line likelihood ratio test, 204
  probe pattern, 203
  sensitivity, 204, 247
  specificity, 204, 247
  threshold, 204
Appearance feature, 27
Association, 5, 7
Atomic action, 4, 115, 117
Atomic component, see gesture
Atypical co-occurrence, 226
Automated visual surveillance, 4
Automatic model order selection, 197
Avatar, 9, 103
Average Kullback–Leibler divergence, 276

B
Background subtraction, 44, 288
Bag-of-words, 52, 126, 141, 149, 217
document size, 224
Batch EM, 209
Batch learning, 222, see also model learning
Batch mode, see model learning
Baum–Welch algorithm, 183, 316
Bayes factor, 187
Bayes net, see Bayesian network
Bayes’ rule, 121, 274
Bayesian adaptation, 56
Bayesian classification, 273
Bayesian data association, 99, 101
Bayesian filtering, 222
Bayesian graph, 319, 323, see also static
Bayesian network
Bayesian information criterion, 167, 176, 182,
316, 323
model under-fitting, 197
Bayesian learning, 326, 331
conjugate prior, 274
Bayesian model selection, 187
Bayesian network, 103
belief revision, 104
belief update, 104
clique, 106
double count evidence, 107
dynamic, 48
explain away evidence, 107
explanation, 104
extension, 104
join tree, 106
most probable explanation, 104
singly connected, 106
static, 48
Bayesian network learning
batch mode, 330
incremental, 330
mutual information, 321
prior structure, 322
scoring function, 323
Bayesian Occam’s razor, 263
Bayesian parameter inference, 219
Bayesian saliency, 222
Bayesian temporal model, 85

Behaviour, 3
abnormal, 193
computational model, 6
correlational context, 233, 238
global interpretation, 285
latent intent, 285
modelling, 5
normal, 200
profile discovery, 194
semantics, 49
spatial context, 233, 235, 288
temporal context, 235, 238
temporal segmentation, 317
Behaviour affinity matrix, 196
Behaviour class distribution, 267
Behaviour classification
on-line, 262
Behaviour correlation, 25
Behaviour detection, 6
Behaviour hierarchy, 4
Behaviour interpretation
multivariate space, 48
Behaviour localisation, 263
Behaviour model
abnormality, 206
abnormality update, 210
adaptive, 205
approximate abnormal, 207
bootstrapping, 206
complexity, 215
composite, 200
hierarchical structure, 215
incremental learning, 205
incremental update, 208
initialisation, 206
normality, 205
normality update, 208
rarity, 206
rejection threshold, 208
uncertainty, 215
Behaviour pattern, 22, 193, 194
Behaviour posterior, 219
Behaviour prediction, 7
Behaviour profile, 263
Behaviour profiling, 54, 191, 193
automatic, 191, 193
unsupervised, 193, 195
Behaviour representation, 5, 39, 49, 271
Behaviour-footprint, 235
Behavioural context, 233, 330
abrupt change, 330
gradual change, 330
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Behavioural interpretation, 48, 185
   semantics, 49
   statistical learning, 48
Behavioural saliency, 222, 228
   irregularity, 228
   known, 230
   rarity, 228
   unknown, 230
Behavioural surprise, 223, 226
Between-class scatter matrix, 75
Between-sets covariance matrix, 294, see also
   canonical correlation analysis
Bhattacharyya distance, 301
BIC, see Bayesian information criterion
BIC score, 316, 323
Big picture, 315, 317
Binary classification, 193, 267
   false positive, 193
   sensitivity, 193
   specificity, 193
   true positive, 193
Binary classifier, 74, 147
Binary decision, 74
Biometric feature, 27
Biometrics, 301
Body gesture, 16
Body language, 18
Boolean function, 307
Boosting, 76
Boosting learning, 303
Bottom-up, 46, 186
Bottom-up event detection, 189
Bottom-up segmentation, 177
Bounding box, 40, 98, see also object

C
Camera connectivity matrix, 297
Camera topology inference, 28
Camera view
   spatial gap, 26
   temporal gap, 26
Canonical correlation, 293
Canonical correlation analysis, 126
   between-sets covariance matrix, 126
   canonical factor, 126
   canonical variate, 126, 293
   optimal basis vector, 293
   principal angle, 127
   within-set covariance matrix, 126
Canonical direction, 217
Cardinal direction, see canonical direction
Cascaded LDA, 239
Cascaded learning, 77
Cascaded topic model, 235, 238
Catch-22 problem, 170, 309
CCA, see canonical correlation analysis
CCTV, see closed-circuit television
Chain code, 134
Chi square statistic, 73
Chow–Liu tree, 321
Class relevance measure, 146
Class separability, 268
Class-conditional marginal likelihood, 262
Classification, 4, 6, 48, 69
Classification sensitivity, 193
Classifier, 73
Closed-circuit television, 8, 285
Closed-world, 286
Cloud of interest points, see cloud-of-points
Cloud-of-points, 141, 149
   class relevance measure, 146
   global scalar feature, 146
Clustering, 54, 98, 119, 167, 241
Co-occurrence, 29, 52, 216, 217
Co-occurring
   event, 216, 221
   topic, 221
Coarse labelling, 247
Codebook, 273
Colour space
   hue-saturation, 97
Complexity, 10
Computational complexity, 52, 323
Computational tractability, 216, 325
Computer games, 9, 17
Computer vision, 4
CONDENSATION algorithm, 100, 111, 121
Conditional density propagation, 100, 121
Conditional independence, 49, 273, 319
   test, 322
Conditional probability, 50, 220
Conditional probability distribution, 48, 273, 319
Conditional random field, 135, see also
   Markov random field
Conjugate prior, 326
   BDeu prior, 326
Connected component, 98, 167
Connecting-the-dots, 28, 315
Consensus probability, see
   query-by-committee
Context, 10
   global, 234, 238, 243
   local, 234
   multiple scale, 235
   regional, 238
Context dependent, 11
Context-aware, 29
Contextual event, 164, 235
Contextual information, 10
Contextual knowledge, 7
Contextually incoherent, 245, 247
Continuous variable, 50
Convolution operator, 124
Corpus
topic model, 226
Correlation scaling factor, 290
Correspondence problem, 27, 40
Cost function, 74, 182	penalty term, 182
tractability, 182
Coupled hidden Markov model, 51
Covariance matrix, 110
CRF, see conditional random field
Cross canonical correlation analysis, 293
Cross-validation, 154, 305
Crowd behaviour, 24
Crowd flow analysis, 45
Cumulative abnormality score, 328
Cumulative scene vector, 172
trajectory, 175
Curse of dimensionality, 78, 196
Curvature primal sketch, 116

D
Data
gallery, 223
informative, 269
probe, 223
test, 223
testing, 48
training, 18, 48, 53, 223
Data association, 99
Data mining, 191, 195, 268
DBN, see dynamic Bayesian network
Decay factor, 166, 328
Deceptive intent, 21
Decision boundary, 57, 268
Detection, 4, 6, 150
Detection rate, 329
Diagonal matrix, 79
Dimensionality reduction, 79, 110, 146, 196
eigen-decomposition, 196
feature selection, 146
Directed acyclic graph, 104, 319, see also
Bayesian network
Directed probabilistic link, 182
Dirichlet distribution, 253, 256, 274, 275
posterior, 275
prior, 218
Dirichlet-multinomial conjugate structure, 220
Disagreement measure, see
query-by-committee
Discrete variable, 50, 106, 319
Discrete-curve-evolution, 177
Discrimination, 6
Discriminative model, 48
Displacement vector, 45
Dissimilarity metric, 289
Distance metric, 54, 195
Distributed behaviour, 25
Distributed camera network, see multi-camera
system
Distribution overlap, 267
Document
querying, 217
similarity matching, 217
Dominant motion direction, 271
Dynamic Bayesian network, 50, 175, 181, 196,
216, 315
topology, 175
Dynamic correlation
parameter, 181
structure, 181
Dynamic programming, 325
Dynamic scene analysis, 181
Dynamic texture, 78
Dynamic time warping, 195
Dynamic topic model, 216, 224
Dynamically multi-linked HMM, 52, 181

E
Eigen-decomposition, 196
Eigenvalue, 79, 111, 198, 294
Eigenvector, 111, 294
relevance learning, 198
selection, 198
EM, see expectation-maximisation
EM algorithm, see expectation-maximisation
algorithm
Emerging global behaviour, 316, 326
Emotion, 123
Ensemble learning, 306
Ensemble RankSVM, 306
learning weak ranker, 306
Entropy ratio, 167
Ergodic model, 153, 316
Euclidean, 78, 177
Event
atomic action, 46
classification, 167
clustering, 167
Event (cont.)
  contextual, 46
  recognition, 188
Event-based representation, 46, 164
Exact learning, 325
Expectation-maximisation, 55, 255
Expectation-maximisation algorithm, 98, 176
  E-step, 176, 210
  M-step, 176, 210
Expression classification, 69
Expression manifold, 78
Extended Viterbi algorithm, 189

F
Face detection, 77, 98
Face recognition, 7
Facial action coding system, 16
Facial expression, 15, 69
  classification, 69
  recognition, 15, 69
  representation, 69
FACS, see facial action coding system
Factorised sampling, 121
Factorisation, 51, 53
False alarm, 57, 267, 329
False positive, 156, 193
Feature extraction, 144
Feature fusion, 149
Feature representation, 149
  global, 149
  joint, 149
  local, 149
Feature selection, 76, 141, 146
  kernel learning, 147
  unsupervised, 198
  variance, 146
Feature space, 74, 126
  correlation, 126
  fusion, 126
Field of view, 285
  non-overlapping, 285
Filtering threshold, 333
Fitness value, 113
Focus of attention, 7
Forward–backward algorithm, 183, see also
  Baum–Welch algorithm
Forward–backward relevance, 177
Forward–backward procedure, see
  forward–backward algorithm
Frame differencing, 288
Frame rate, 286
Fundamental pattern, see uniform pattern
Fusion, 126
  expression and gesture, 126

G
Gabor filter, 103, 124, 142, 143
  carrier, 143
  envelope, 143
Gabor wavelets, 70, see also Gabor filter
Gait analysis, 22
Gallery image, 86, 302
Gamma distribution, 276
  shape parameter, 276
Gamma function, see Gamma distribution
Gaussian mixture model, see mixture of
  Gaussian
Gaussian noise, 121
Generalisation, 6, 48
Generalised eigenvalue problem, 79
Generative model, 48, 217, 251
Gesture, 95
  affective, 19
  atomic action, 115
  atomic component, 115
  non-affective, 19
  sign language, 19
Gesture component space, 117
Gesture recognition, 16, 95
  body language, 95
  emotional state, 95
  expression, 95
  hand gesture, 95
Gesture segmentation, 115
Gesture tracking, 95
Gibbs sampler, 219, 256
  collapsed, 256
Gibbs sampling, 216, 220, 256, 262
Gibbs-EM algorithm, 257, 258
Global abnormal behaviour, 315, 328, 338
Global activity, 28
Global activity analysis, 28, 285
Global activity phase, 317
Global anomaly detection, 326
  cumulative anomaly score, 326
Global awareness, 334
Global Bayesian behaviour graph, 318
Global behaviour segmentation, 315
Global behaviour time series, 316
Global context LDA, 243
Global situational awareness, 28, 315
Global trail, 28
Gradient descent, 137
Gradient feature, 46
Graph classification problem, 133
Graph pruning, 321, 331
Graph theory, 49
Graphical model, 49
    directed acyclic, 50
    undirected, 135, 138
Graphical model complexity, 182
Group activity, 22, 163, 181
    event-based, 164
    modelling, 163
    supervised learning, 163
Group association context, 27

H
Hand orientation, 102
histogram, 107
Hard negative mining procedure, 155
Hard-wired, 247
Harmonic mean, 226, 262
HCI, see human computer interaction
HCRF, see hidden conditional random field
observable, 138
potential function, 137, 138
Healthcare, 9
Heterogeneous sensor, 26, 29, 285
Heuristic search, 323, 325
Hidden conditional random field, 135, see also
    Markov random field
graphical model, 138
initialisation, 138
non-convexity, 138
observable, 138
potential function, 138
undirected graph, 138
Hidden holistic pattern, 315
Hidden Markov model, 50, 121, 122, 176, 315
    HMM channelling, 122
    HMM pathing, 138
    on-line filtering, 317
Hidden state variable, 50
Hierarchical behaviour discovery, 215
Hierarchical clustering, 220
Hierarchical hidden Markov model, 51
Hierarchical model, 216
Hierarchical topic, 243
Hinge loss function, 148, 305
Histogram dissimilarity measure, 73
Histogram of oriented gradients, 46
HMM, see hidden Markov model
HOG, see histogram of oriented gradients
Holistic awareness, 28
Holistic context, 28
Holistic interpretation, 28
Human action, 19

Human body
    2D view ambiguity, 109
    2D view model, 109
    3D skeleton model, 109
    nonlinear space, 110
    observation distance, 114
    observation subspace, 114
    skeleton distance, 114
    skeleton subspace, 114
    view ambiguity, 115
Human computer interaction, 9, 16, 17
Human feedback, 57, 247, 268
    query criterion, 274
Human gait, 7
Human gesture, 16
Human intent, 21
Human silhouette, 110
    motion moment, 135
    spectrum feature, 134
Human-guided data mining, 265
Hybrid 2D–3D representation, 109
Hyper-parameter, 219, 254, 256
    Dirichlet prior, 256
Hyperplane, 74
Hypothesis test, 204

I
Identification, 7
Ill-posed, 10, 170, 308
Image cell, 252
Image classification, 69
Image descriptor, 44
Imbalance class distribution, 270
Importance sampling, 262
Inactivity, 170
Inactivity break-up, 172
Incremental EM, see incremental expectation-maximisation
Incremental expectation-maximisation, 55, 205, 209
    off-line, 209
    on-line, 209
Incremental learning, 273, 329, 330
Incremental structure learning
    Naïve method, 330
Information processing, 5
Inter-camera
    appearance variance, 285
Inter-camera gap, 285
Inverse kinematics, 109
Irregularity, 223, see also behavioural saliency
Isomap, 78
Isotropic distribution, 96
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J
- Joined-up reasoning, 287
- Joint feature vector descriptor, 135
- Joint probability distribution, 48, 296

K
- k-means, 195, 197, 242, 316
- k-nearest neighbour, 75, 86, 156, 301
greedy, 156
- K2 algorithm, 323
  re-formulation, 323
- Kernel function, 74, 147
- Kernel learning, 147, 303
- Kernel space, 74
- Key-frame matching, 195
- KL divergence, see Kullback–Leibler divergence
- Kullback–Leibler divergence, 241, 262, 271, 278
distance metric, 277
non-symmetric, 277
symmetric, 277

L
- L1 norm, 302
- Label switching, 222, 230
- Lagrange multiplier, 74
- Laplace–Beltrami operator, 78
- Laplacian eigenmap, 78
- Laplacian matrix, 79
- Largest eigenvector, 197
- Latent behaviour, 221
- Latent Dirichlet allocation, 29, 217, 238, 253, 334
time-ordered, 334
- Latent structure, 218
- Latent topic, 217
- LBP, see local binary pattern
- LBP histogram, 72, 76
- LDA, see latent Dirichlet allocation
- Learning
  model parameter, 183
  model structure, 181
  procedure, 219
  rate, 209
  strategy, 53
- Learning strategy, see learning
- Levenshtein distance, 195
- Likelihood function, 88
- Likelihood score, 275
- Likelihood test, 56
- Linear combination, 293
- Linear dimensionality reduction, 79
- Linear discriminant analysis, 74, 217
- Linear programming, 75
- Linearly non-separable, 74
- Local binary pattern, 70
- Local block behaviour pattern, 271
- Local (greedy) searching, 199
- Local motion event, 216
- Localisation, 150
- Locality preserving projection, 78
  supervised, 84
- Locally linear embedding, 78
- Log-likelihood, 98, 137, 203, 240, 241, 326, 337
  normalised, 203
- Logistic regression, 155
- Low-activity region, 293
- LPP, see locality preserving projection

M
- Man-in-the-loop, 265
- Manifold, 78
- Manifold alignment, 81
- MAP, see maximum a posteriori
- Marginal likelihood, 222, 226, 262
- Marginal probability distribution, 296
- Markov chain, 119, 153, 216
- Markov chain Monte Carlo, 219, 220, 264, 325
- Markov clustering topic model, 53, 216, 217
- Markov process, 119, 120
  first-order, 120, 316
gesture, 119
  second-order, 120
  state, 120
  state space, 120
- Markov property, 86, 120
- Markov random field
  conditional random field, 135
  hidden conditional random field, 135
- Markovian assumption, 317, see also Markov property
- Maximum a posteriori, 223, 330
- Maximum canonical correlation, 294
- Maximum likelihood, 98
- Maximum likelihood estimation, 98, 137, 167, 168, 182, 199, 326
- Maximum margin, 74
- Maximum posterior probability, 208
- MCMC, see Markov chain Monte Carlo
- Mean field approximation, 262
- Mean shift, 99
- Message-passing process, 104
- Metadata feature, 217
- Minimum description length, 119, 138
- Minimum eigenvalue solution, 79
Mixing probability, 198, 207
Mixture component trimming, 210, 211
Mixture model, 119
Mixture of Gaussian, 97, 119, 122, 138
Mixture of probabilistic principal components, 55
MLE, see maximum likelihood estimation
Model exploitation, 270
Model exploration, 270
Model inference, 256
Model input
   human annotation, 268
Model learning
   batch mode, 307, 321, 329
   incremental, 321, 329
   shared common basis, 252
   statistical insufficiency, 257
   structure, 252
Model matching, 6
Model order, 168
Model order selection, 119, 167, 196, 316
   automatic, 197
Model output
   human feedback, 268
Model over-fitting, 219, 226, 251
Model parameter update, 208
Model robustness, 215
Model sensitivity, 204
Model specificity, 204
Model structure, 181
   adaptation, 210
   discovery, 181
Model topology, 181
Model under-fitting, 197, 237
Model-assisted search, 265
Modelling, 4
   behaviour, 39
   gesture, 95
Most probable explanation, 182
Motion
   descriptor, 42, 153
   feature, 167
   template, 42
Motion direction profile, 273
Motion history volume, 42
Motion moment, 95
   first-order, 95
   second-order, 95
   trajectory, 95
   zeroth-order, 95
Motion-history-image, 41
Multi-camera behaviour correlation, 25
Multi-camera distributed behaviour, 25
Multi-camera system, 25, 285
   blind area, 27
   disjoint views, 285
   surveillance, 285
Multi-camera topology, 296
   connected regions, 296
   region connectivity matrix, 297
Multi-channel kernel, 154
Multi-instance learning, 151
Multi-object behaviour, 216
Multi-observation hidden Markov model, 51, 175
Multi-observation HMM, see
   multi-observation hidden Markov model
Multi-view activity representation, 288
Multimodal, 198
Multinomial distribution, 217, 273, 277, 319
   conjugate, 326
Multiple kernel learning, 147
Mutual information, 296
   analysis, 295

N
Naïve Bayesian classifier, 273
Natural gesture, 115
Nearest neighbour, 55, 79
Nearest neighbour classifier, 75, see also
   k-nearest neighbour
Negative training video, 155
Network scoring, 333
Neutral expression, 80
Newton optimisation, 305
Non-visual context, 107
Nonverbal communication, 123
Normal distribution, 199
Normalised probability score, 275
Normality score, 245

O
Object
   appearance attribute, 40
   bounding box, 40
   descriptor, 40
   tracking, 40, 309
   tracklet, 41
   trajectory, 40
Object association, 26
Object association by detection, 309
Object representation, 43
   bag-of-words, 43
   constellation model, 43
Object segmentation, 43, 44, 170
Object-based representation, 39
Objective function, 75, 79, 137, 148, 304
Observation
distributed viewpoints, 285
multiple viewpoints, 285
oversampling, 285
single viewpoint, 285
Observation probability, 50
Observation variable, 50
Observational space, 175
factorisation, 175
Off-line processing, 175
On-line anomaly detection, 194, 200
likelihood ratio test, 205
maximum likelihood estimation, 205
On-line filtered inference, 222
On-line likelihood ratio test, 204
On-line model adaptation, 55
On-line processing, 175, 216
On-line video screening, 223
One class learning, 267
One-dimensional, 115, 175
One-shot learning, 252, 259
One-versus-rest, 74, 77, 147, 204
Open-world, 292
Optical flow, 42, 45, 217, 271
Lucas–Kanade method, 271
Optimisation problem, 148
Ordering constraint, 325
Outlier, 54
Outlier detection, 251, 263, 267
Over-fitting, see model over-fitting
Oversampling, 76

P
Pair-wise correlation, 292, 318
Pan-tilt-zoom, 26
Parallel hidden Markov model, 51
Parameter learning, 326
maximum likelihood estimation, 326
Part-based representation, 43
PCA, see principal component analysis
Pearson’s correlation coefficient, 289
Pedestrian detection, 77
Person re-identification, 24, 26, 301
absolute similarity score, 303
context-aware search, 308
contextual information, 308
matching criterion, 302
ranking, 303
relative ranking, 303
Personalised healthcare, 9
Phoneme, 115
Pipelined approach, 215
Pixel-based representation, 44
Pixel-change-history, 44, 164
Point clouds, 141
Point distribution model, 109, 110
Point estimation, 256
Polya distribution, 255
Polynomial, 74
Positive importance weight, 305
Posterior distribution, 241
Posterior probability, 86
Prediction, 5, 123
blind search, 123
guided search, 123
Predictive likelihood, 219, 223, 227
Prewitt edge detector, 144
Prim’s algorithm, 321
Principal component analysis, 78, 110
dimensionality reduction, 110
hierarchical, 110
Prior domain knowledge, 230
Probabilistic dynamic graph, 181
Probabilistic graphical model, 48, 181, 319
Probabilistic latent semantic analysis, 48, 244
Probabilistic relative distance comparison, 302
Probabilistic topic model, 48, 52, 216
hierarchical Dirichlet processes, 48
latent Dirichlet allocation, 48
Probability density function, 97, 198
Probability theory, 49
Probe behaviour pattern, 204
Probe image, 86, 301, 302
Probe pattern, 203
Probe video, 245
Profiling, 54
PTM, see probabilistic topic model
PTZ, see pan-tilt-zoom

Q
Quasi-Newton optimisation, 137
Query criterion, 274, see also human feedback
adaptive selection, 277
Query score, 274
Query-by-committee, 270, 275
consensus probability, 276
disagreement measure, 276
modified, 270
vote entropy, 276

R
Radial basis function, 74
Random process, 117
Random variable, 49, 104, 126
multivariate, 49
RankBoost, 303
Ranking function, 304
Ranking problem, 303
RankSVM, 303
complexity, 305
ensemble, 306
scalability, 305
spatial complexity, 306
Rare behaviour, 247, 252
benign, 268
classification, 251
model, 251
Rarity, see behavioural saliency
Re-identification, 12, see also person re-identification
Reasoning, 103
Regional
correlational context, 239
temporal context, 239
Regional activity, 298
Regional activity affinity matrix, 294
Regional activity pattern, 292, 295
Regional temporal phase, 243
Relative entropy, 271
Relative ranking score, 304
Relevance feedback, 268
Relevance learning, 198
Relevance rank, 303
Representation, 4
Representation space, 6
Robust linear programming, 76
Robustness, 193, 216, 315
Rule-based, 49, 53
Run-time anomaly measure, 203
S
Salient behaviour, 216, 228
Salient pixel group, 167
Salient point, 151
Sampling bias, 198
Scalability, 315
Scale-invariant feature transform, 44, 151
Scaling factor, 236
spatial, 290
Scatter matrix
between-class, 75
within-class, 75
Scene decomposition, 271, 288
activity-based, 289
Scene layout, 287
Scene vector, 172
Scoring function optimisation, 322
Seeding event, 164
Segmentation, 43, 44, 115, 170, 236
Self-occlusion, 109, 113
Semantic gap, 180
Semantic region, 233
Semantic scene
decomposition, 236
segmentation, 238
Semantic video indexing, 180
Semantic video search, 180
Semantics, 49
Semi-supervised learning, 55, 228, 269
Sensitivity, 204, 216, 315, see also model sensitivity
Sequential minimisation optimisation, 148
Shape descriptor, 134
chain code, 135
Shape template, 43
SIFT, see scale-invariant feature transform
SIFT descriptor, 151
Silhouette, 19, 43, 134
Similarity measure, 79
Single-camera system, 285
Situational awareness, 28, 233
holistic, 285
Skeleton model, 109
Skin colour, 97, 102
model, 97
Sliding-window, 151, 154, 177, 179, 334
SLPP, see locality preserving projection
Social robot, 9
Space-time cloud, 141
Space-time cuboid, 154
Space-time descriptor, 141
Space-time interest point, 44, 124, 141
bag-of-words, 126
cloud, 141
cuboid, 125
descriptor, 125
detection, 124
histogram, 125
prototype, 125
prototype library, 125
volume, 125
Space-time shape template, 43
Sparse data, 198
Sparse example, 247
Sparsity problem, 257
Spatio topology, 298
Spatio-temporal space, 16
Specificity, 204, see also model specificity
Spectral clustering, 196, 236, 271, 316
Spectrum feature, 134
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<td>State inference, 188</td>
<td></td>
</tr>
<tr>
<td>State space, 110, 181</td>
<td></td>
</tr>
<tr>
<td>factorisation, 181</td>
<td></td>
</tr>
<tr>
<td>State transition, 18</td>
<td></td>
</tr>
<tr>
<td>State transition probability, 50</td>
<td></td>
</tr>
<tr>
<td>Static Bayesian network, 50</td>
<td></td>
</tr>
<tr>
<td>Statistical behaviour model, 48, 53</td>
<td></td>
</tr>
<tr>
<td>Statistical insufficiency, 252</td>
<td></td>
</tr>
<tr>
<td>Stochastic process, 18, 120</td>
<td></td>
</tr>
<tr>
<td>String distance, 195</td>
<td></td>
</tr>
<tr>
<td>Strong classifier, 77</td>
<td></td>
</tr>
<tr>
<td>Structure learning, 321</td>
<td></td>
</tr>
<tr>
<td>constraint-based learning, 321</td>
<td></td>
</tr>
<tr>
<td>Subspace, 75</td>
<td></td>
</tr>
<tr>
<td>nonlinear, 110</td>
<td></td>
</tr>
<tr>
<td>Subspace analysis, 75</td>
<td></td>
</tr>
<tr>
<td>Subtle behaviour, 252</td>
<td></td>
</tr>
<tr>
<td>model, 251</td>
<td></td>
</tr>
<tr>
<td>Subtle unusual behaviour, 267</td>
<td></td>
</tr>
<tr>
<td>Sufficient statistics, 209, 331, 332</td>
<td></td>
</tr>
<tr>
<td>Supervised behaviour modelling, 251</td>
<td></td>
</tr>
<tr>
<td>Supervised learning, 53, 163</td>
<td></td>
</tr>
<tr>
<td>limitation, 251</td>
<td></td>
</tr>
<tr>
<td>Support vector, 74</td>
<td></td>
</tr>
<tr>
<td>Support vector machine, 74, 98, 127, 148, 155, 303</td>
<td></td>
</tr>
<tr>
<td>Support vector ranking, 303</td>
<td></td>
</tr>
<tr>
<td>Synchronised global behaviour, 316</td>
<td></td>
</tr>
<tr>
<td>Synchronised global space, 287</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td></td>
</tr>
<tr>
<td>Template matching, 73, 120</td>
<td></td>
</tr>
<tr>
<td>Template-based representation, 41</td>
<td></td>
</tr>
<tr>
<td>Temporal correlation, 181</td>
<td></td>
</tr>
<tr>
<td>Temporal model, 78, 85</td>
<td></td>
</tr>
<tr>
<td>Temporal offset, 316</td>
<td></td>
</tr>
<tr>
<td>Temporal process, 6</td>
<td></td>
</tr>
<tr>
<td>Temporal segmentation, 115</td>
<td></td>
</tr>
<tr>
<td>Temporal topology, 298</td>
<td></td>
</tr>
<tr>
<td>Text document analysis, 43, 52, 217</td>
<td></td>
</tr>
<tr>
<td>Text mining, 52</td>
<td></td>
</tr>
<tr>
<td>Texture descriptor, 70</td>
<td></td>
</tr>
<tr>
<td>Three-dimensional, 103</td>
<td></td>
</tr>
<tr>
<td>Time delay index, 293</td>
<td></td>
</tr>
<tr>
<td>Time series function, 6</td>
<td></td>
</tr>
<tr>
<td>Time varying random process, 120</td>
<td></td>
</tr>
<tr>
<td>Time-delayed mutual information, 295</td>
<td></td>
</tr>
<tr>
<td>Time-delayed probabilistic graphical model, 319</td>
<td></td>
</tr>
<tr>
<td>Top-down, 46, 186</td>
<td></td>
</tr>
<tr>
<td>rules, 247</td>
<td></td>
</tr>
<tr>
<td>Top-down model inference, 189</td>
<td></td>
</tr>
<tr>
<td>Topic</td>
<td></td>
</tr>
<tr>
<td>inter-regional, 243</td>
<td></td>
</tr>
<tr>
<td>profile, 243</td>
<td></td>
</tr>
<tr>
<td>regional, 243</td>
<td></td>
</tr>
<tr>
<td>Topic model, 217</td>
<td></td>
</tr>
<tr>
<td>complexity, 226</td>
<td></td>
</tr>
<tr>
<td>corpus, 226</td>
<td></td>
</tr>
<tr>
<td>document, 217, 226</td>
<td></td>
</tr>
<tr>
<td>topics, 226</td>
<td></td>
</tr>
<tr>
<td>Topic profile, 241</td>
<td></td>
</tr>
<tr>
<td>Topic simplex, 241, 245</td>
<td></td>
</tr>
<tr>
<td>Topological sorting, 322</td>
<td></td>
</tr>
<tr>
<td>Topology inference, 26</td>
<td></td>
</tr>
<tr>
<td>Tracking, 40, 97</td>
<td></td>
</tr>
<tr>
<td>body part, 97</td>
<td></td>
</tr>
<tr>
<td>discontinuous motion, 100</td>
<td></td>
</tr>
<tr>
<td>holistic body, 95</td>
<td></td>
</tr>
<tr>
<td>salient point, 151</td>
<td></td>
</tr>
<tr>
<td>Tracklet, see object</td>
<td></td>
</tr>
<tr>
<td>Tractability, 315</td>
<td></td>
</tr>
<tr>
<td>Trajectory, see object</td>
<td></td>
</tr>
<tr>
<td>Trajectory transition descriptor, 153</td>
<td></td>
</tr>
<tr>
<td>Trajectory-based representation, 39</td>
<td></td>
</tr>
<tr>
<td>Transformation matrix, 75</td>
<td></td>
</tr>
<tr>
<td>Two-dimensional, 97</td>
<td></td>
</tr>
<tr>
<td>U</td>
<td></td>
</tr>
<tr>
<td>Uncertainty, 10</td>
<td></td>
</tr>
<tr>
<td>Under-fitting, see model under-fitting</td>
<td></td>
</tr>
<tr>
<td>Uniform pattern, 71</td>
<td></td>
</tr>
<tr>
<td>Unimodal, 198</td>
<td></td>
</tr>
<tr>
<td>Unit association, 44</td>
<td></td>
</tr>
<tr>
<td>Unit formation, see segmentation</td>
<td></td>
</tr>
<tr>
<td>Unlikely</td>
<td></td>
</tr>
<tr>
<td>behavioural, 223</td>
<td></td>
</tr>
<tr>
<td>dynamical, 223</td>
<td></td>
</tr>
<tr>
<td>intrinsic, 223</td>
<td></td>
</tr>
<tr>
<td>Unsupervised behaviour modelling, 251</td>
<td></td>
</tr>
<tr>
<td>Unsupervised behaviour profiling, 195</td>
<td></td>
</tr>
<tr>
<td>Unsupervised clustering, 181</td>
<td></td>
</tr>
<tr>
<td>Unsupervised feature selection, 198</td>
<td></td>
</tr>
<tr>
<td>Unsupervised incremental learning, 55</td>
<td></td>
</tr>
<tr>
<td>Unsupervised learning, 54, 191, 267</td>
<td></td>
</tr>
<tr>
<td>Unusual behaviour, 267</td>
<td></td>
</tr>
<tr>
<td>Unusual behaviour detection, 54, 56</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td></td>
</tr>
<tr>
<td>Validation set, 155, 306, 333</td>
<td></td>
</tr>
<tr>
<td>Variance, 146</td>
<td></td>
</tr>
<tr>
<td>Variation, 69</td>
<td></td>
</tr>
<tr>
<td>between-class, 69</td>
<td></td>
</tr>
<tr>
<td>inter-class, 10</td>
<td></td>
</tr>
<tr>
<td>intra-class, 10</td>
<td></td>
</tr>
<tr>
<td>within-class, 69</td>
<td></td>
</tr>
</tbody>
</table>
Variational distribution, 241
Variational EM, 241
Variational inference, 241, 337
Variational parameter, 241
Vector descriptor, 134
Video, 163, 170
  bag-of-words, 44, 252
  clip, 217, 239
  clip categorisation, 222
  content, 170
  content trajectory, 177
  document, 239, 245
  representation, 163
  segmentation, 163
  semantic interpretation, 163
  stream, 163
Video analysis
  behaviour-based, 264
Video content analysis, 180
Video content breakpoint, 175
Video corpus, 253
Video descriptor, 44
Video document, 52, 217, 252
Video document category, 217
Video indexing, 8
Video mining, 191
Video polyline, 175
Video saliency, 221
Video screening, 221
Video search, 8

Video segmentation, 170, 175
  on-line, 177
  semantic content, 175
Video semantic content, 170
  extraction, 170
Video topic, 52, 217
Video word, 44, 52, 217, 253
View selection, 113
Visual analysis of behaviour, 3, 4
Visual appearance, 285
Visual behaviour, 3
Visual context, 15, 23, 233
Visual cue, 5, 102
  colour, 102
  motion, 102
  texture, 46
Visual saliency, 151
Visual search, 7, 9
Visual surveillance, 8, 54
Viterbi algorithm, 188
Vote entropy, see query-by-committee

W
  Weak classifier, 77
  Weakly supervised joint topic model, 253
  Weakly supervised learning, 56, 247
Wearable camera, 29
Wide-area scene, 25, 285, 315
Wide-area space, 285
Within-class scatter matrix, 75
Within-set covariance matrix, 294