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Abstract
Throughout their lifetime, adults learn new words in their native lannguage, and potentially also in a second language. However,
they do so with variable levels of success. In the auditory word learning literature, some of this variability has been attributed to
phonological skills, including decoding and phonological short-term memory. Here I examine how the relationship between
phonological skills and word learning applies to the visual modality. I define the availability of phonology in terms of (1) the
extent to which it is biased by the learning environment, (2) the characteristics of the words to be learned, and (3) individual
differences in phonological skills. Across these three areas of research, visual word learning improves when phonology is made
more available to adult learners, suggesting that phonology can facilitate learning across modalities. However, the facilitation is
largely specific to alphabetic languages, which have predictable sublexical correspondences between orthography and phonol-
ogy. Therefore, I propose that phonology bootstraps visual word learning by providing a secondary code that constrains and
refines developing orthographic representations.
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Adults continually learn new words in their native language
(L1), and possibly also in a second language (L2), making
vocabulary one of the few aspects of language that continues
to expand throughout the lifespan (e.g., Ramscar, Hendrix,
Shaoul, Milin, & Baayen, 2014; Verhaeghen, 2003).
Establishing a rich vocabulary is a key prerequisite for success
in areas as varied as reading comprehension, syntax develop-
ment, and foreign language proficiency (e.g., Meschyan &
Hernandez, 2002; Ricketts, Nation, & Bishop, 2007).
Whereas learning new words comes easy to some, it is a chal-
lenge for others, and the factors that underlie this variability
remain poorly understood. Building on the growing evidence
that strong phonological abilities improve the acquisition of
new auditory word forms (e.g., Atkins & Baddeley, 1998;
Baddeley, Gathercole, & Papagno, 1998; Gupta, 2003;
Kaushanskaya & Yoo, 2011; Majerus, Poncelet, Elsen, & Van
Der Linden, 2006; Martin & Ellis, 2012; O’Brien, Segalowitz,

Freed, & Collentine, 2007), I address how phonology contrib-
utes to successful learning of visual word forms in adults.
Phonology is highlighted both in models of learning to read
in children (e.g., Ehri, 1992; Perfetti, 1992; Share, 1995) and
in recognition of existing visual word forms in adults (e.g.,
Grainger & Holcomb, 2009; Grainger & Ziegler, 2011; Perry,
Ziegler, & Zorzi, 2007; Rastle & Brysbaert, 2006). It would
make sense then that phonology is also involved in orthograph-
ic word learning in adults. Preliminary support for this hypoth-
esis comes from the studies reviewed here. Ultimately, identi-
fying the role of phonology during visual word learning will
improve our understanding of the mechanisms by which pho-
nological skills bootstrap word learning, and will contribute to
the development of successful remediation strategies for adults
who have difficulty committing new words to their lexicon.

Phonology constrains the orthographic code:
A developmental perspective

Phonology is assumed to play a major role in the acquisition
of novel visual word forms as children learn to read. This is
exemplified by Share’s (1995, 2008) self-teaching hypothesis,
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which posits that successful phonological recoding enables
children to identify unfamiliar words on their own as they
read, and serves as the primary way in which they learn new
visual word forms. Following Share (1995), I use the term
phonological recoding to refer to the set of “processes by
which speech-based information is derived from, or activated
by, printed letter strings” (p. 152). In turn, successful phono-
logical recoding enables children to acquire word-specific or-
thographic representations and to recognize orthographic reg-
ularities in the language. As orthographic knowledge pro-
gresses, the role of phonological recoding in word learning
is hypothesized to diminish (e.g., Sprenger-Charolles,
Siegel, Béchennec, & Serniclaes, 2003). Few scholars have
considered how phonology might continue to shape ortho-
graphic word learning into adulthood.

In examining the role that phonology plays during ortho-
graphic word learning, it is important to bear in mind that pho-
nological recoding takes a different form in beginning readers
than it does in adult readers who have extensive experience
with the written word. Recoding orthography into phonology
is explicit and effortful for beginning readers, whereas co-
activation of phonology is more automatic during the process-
ing of both known and unknown words in adults (e.g., Fariña,
Duñabeitia, & Carreiras, 2017; Grainger, Kiyonaga, &
Holcomb, 2006; Rastle & Brysbaert, 2006). Beginning
readers only possess a restricted set of grapheme-to-
phoneme correspondences (GPCs), but with time and reading
experience, these correspondences become increasingly nu-
anced and context specific, at least in some models. For ex-
ample, a beginning reader might first associate the grapheme
oowith the sound /u/, and would therefore produce the vowels
in the words spoon and look identically. An adult reader who
has learned contextual (i.e., lexicalized) rules about the pro-
nunciation of this vowel in English would differentiate the
words and generalize these rules to the pseudowords bloon
and blook (see, e.g., Treiman, Kessler, & Bick, 2003). To
develop context-specific GPCs, the experienced reader must
be able to process more than one grapheme at a time. Ehri
(1992) referred to this skill as the cipher, which she defined as
the ability to establish connections in memory between entire
sequences of letters and the corresponding phonemes (see also
Grainger & Ziegler, 2011). By adulthood, typical readers have
mastered this skill and are able to use it to improve their
learning of new visual words.

In the specific context of visual word learning, the purpose
of phonological recoding also differs between children and
adults. Beginning readers usually learn to recognize and spell
common words that already exist in their spoken vocabulary
(e.g., Ehri, 1992), whereas adults generally learn words that
they do not know and are required to learn the visual and
auditory forms simultaneously. This is true whether adults
are learning advanced L1 vocabulary or words in a new lan-
guage, with the added potential complication of unfamiliar

graphemes and phonemes or different GPCs in the case of a
new language. As a result, beginning readers typically phono-
logically recode visual words in order to match them with
existing phonological lexical representations and extract
meaning, but adults usually have no phonological lexical rep-
resentations with which to match new words. All of these
differences motivate the question of how recoding facilitates
orthographic learning in adult readers.

As a starting point, I suggest that phonology might improve
visual word learning in adults by constraining the orthograph-
ic code (see also Grainger, 2008; Perry et al., 2007). Grainger
and Ziegler (2011) have proposed that visual words can be
processed along two distinct routes. The coarse-grained route
makes use of relative letter positions (i.e., open bigrams) and
provides a fast track from orthography to semantics. Along the
fine-grained route, letters and commonly occurring multiletter
graphemes (e.g., th, ch, ing) are assigned specific positions
and are phonologically recoded. Thus, recognition of visual
words along the fine-grained route involves stronger co-
activation of phonology at both the sublexical and lexical
levels. The route that is used depends on many factors, includ-
ing the amount and type of experience that the reader has had
with each word. When first exposed to a word, adult learners
likely rely on the fine-grained route and use sublexical GPCs
to begin constructing a phonological representation.
Following additional exposures, the learner acquires the abil-
ity to process the new word along the more efficient coarse-
grained route. A similar dichotomy, though in the opposite
direction, is reflected in the lexical quality hypothesis
(Perfetti, 1992, 2007). In that framework, a high-quality rep-
resentation is both precise and redundant. It is precise in that
each letter is represented in its correct position, and redundant
in that the same form information is represented orthographi-
cally and phonologically, reminiscent of the fine-grained
route. The redundancy contributes to automatic recognition
of known words in addition to bootstrapping identification
of unknown words. Perfetti (1992) argued that beginning
readers rely more on orthography than on phonology to rec-
ognize less familiar visual words that have lower-quality rep-
resentations. This is because young readers lack context-
sensitive GPCs that enable them to correctly sound out the
word and match it with an existing phonological lexical rep-
resentation. By adulthood, context-sensitive GPCs should be
well established, leading to more accurate phonological codes
for unfamiliar words, at least in the L1. As a result, phonolog-
ical codes are arguably even more reliable learning cues for
adults than for beginning readers.

Interestingly, both theories associate phonology with the
processing of more precise orthographic representations.
Thismakes it evenmore important to consider how phonology
is involved in the tuning of new orthographic representations
during learning. Perhaps the best illustration of this is to imag-
ine writing a newly learned word; one might break the auditory
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word down into sequenced chunks (e.g., syllables, individual
phonemes) and use that information to structure the spelling
(i.e., to put each letter in the right position). Knowing what the
word sounds like restricts the possible spellings. Phonology
serves as an additional memory trace for the new word and,
because of its special relationship with orthography, can be used
to tune the orthographic representation. In short, my working
hypothesis is that phonology biases the fine-grained orthographic
route and facilitates the development of more precise orthograph-
ic representations for novel words in adults.

The remainder of this article puts this hypothesis to the
test by reviewing how the availability of phonology af-
fects the learning of visual word forms in adults. I define
the availability of phonology in three ways: (1) the extent
to which the learning environment encourages co-
activation of phonology, (2) whether the characteristics
of the novel words lend themselves to phonological
recoding, and (3) individual differences in phonological
skills among learners. Overall, converging evidence from
these three areas of research indicates that enhancing the
availability of phonology improves orthographic word
learning, in part by facilitating the development of more
precise orthographic representations.

Directing attention toward phonology
improves learning

One approach to examining how phonological availability
affects orthographic word learning is to compare learning out-
comes in environments that bias the co-activation of phonol-
ogy with those that do not (e.g., Chalmers & Burt, 2008;
Kaushanskaya & Yoo, 2011; Sandak et al., 2004; Taylor,
Plunkett, & Nation, 2011). The predictions here are straight-
forward; assuming that phonology bootstraps orthographic
word learning, emphasizing phonology should improve learn-
ing outcomes and lead to more precise (i.e., fine-grained) or-
thographic representations. Perhaps the most obvious way to
examine this would be to explicitly provide the phonological
codes for one set of words but not the other, and to test for
differences in orthographic learning between the two sets. In
one such study, Taylor et al. (2011) compared learning of an
artificial orthography in a group that was preexposed to the
lexical phonology for the new words versus a baseline group
that received no preexposure. Unsurprisingly, participants
who had been preexposed to the lexical phonology read the
new words aloud more accurately the first time. However,
preexposure to phonology did not affect reading accuracy by
the end of training, nor did it improve performance on an old–
new decision task with orthographically similar distractors.
The latter could indicate that lexical phonology did not im-
prove learning of the orthographic form, but it could also be a
ceiling effect. Chalmers and Burt (2008, Exp. 1) provided

more convincing evidence for the relationship between pho-
nology and orthographic learning. They compared learn-
ing of novel multisyllabic visual words presented with
versus without the pronunciation. In an unexpected spell-
ing recognition test after learning, participants were better
at differentiating between the correct spelling of the new
words (e.g., misvearance) and phonologically plausible
alternatives (e.g., misveerence) if they had learned the
words with pronunciation. Critically, phonology could
not directly help participants in this task, because the
two alternatives shared the same phonology. Thus, con-
trary to the previous study by Taylor et al. (2011), these
results indicate that explicitly providing the phonological
form of the new words improves the learning of the or-
thographic forms.

Changing the learning environment by instructing learners
to focus on phonology also improves orthographic learning.
For example, in a second experiment, Chalmers and Burt
(2008) showed learners new words and their meanings (i.e.,
without phonology) and manipulated the extent to which pho-
nology was biased by the learning task. In the orthographic-
encoding task, participants indicated whether there was one or
more than one consonant cluster in the novel word. In the
phonological-encoding task, participants indicated whether
or not the target letter was in the stressed syllable. Spelling
recognition accuracy was higher in the condition that biased
activation of phonology than in the condition that only biased
orthography. Accuracy in a cued-recall task in which partici-
pants had to the spell the novel words themselves was also
higher following the phonological learning task. Along simi-
lar lines, Sandak et al. (2004) found that biasing learners’
attention toward phonology, by asking them to do a rhyme
judgment, led to faster naming times (but similar accuracy)
relative to an orthographic baseline in which they made judg-
ments about the consonant–vowel structure of the words.
Together, these studies demonstrate that phonological task
instructions help refine orthographic representations and help
establish efficient connections between those new representa-
tions and the corresponding phonology.

Conversely, visual word learning is negatively impacted by
making phonology less available through articulatory sup-
pression (e.g., Papagno, Valentine, & Baddeley, 1991; see
Share, 1999, for similar evidence with children learners).
Papagno and colleagues investigated the acquisition of L2
Russian words (that were pronounceable following transliter-
ation into the Roman alphabet) paired with their L1 Italian
translations. The authors found higher backward translation
(L2→L1) accuracy for Russian words learned during finger
tapping than for those learned while the participant repeated
the same nonsense syllable (i.e., articulatory suppression).
There was no such interaction for paired-associate learning
with familiar L1 words. The researchers interpreted this pat-
tern to suggest that articulatory suppression disrupts learning
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by interfering with phonological recoding of the unfamiliar
Russian words. This finding is important because it suggests
that these learners were using phonological recoding under
normal circumstances (i.e., even when it was not explicitly
motivated by the learning environment).

One prominent exception to the pattern of improved word
learning with explicit phonology is languages with nonalpha-
betic orthographies. Languages with alphabetic orthographies
(e.g., English and Korean) have a systematic correspondence
between graphemes and phonemes, whereas languages
with nonalphabetic orthographies (e.g., Chinese) do not have
the same reliable sublexical structure. In the case of Chinese,
directing attention toward phonology has been shown to ben-
efit the learning of phonological form, but not the learning of
orthographic form (e.g., Cao et al., 2017; Guan, Liu, Chan,
Ye, & Perfetti, 2011; Guan, Perfetti, & Meng, 2015;
Lagarrigue et al., 2017). For example, Lagarrigue and col-
leagues recently reported a study in which native French
speakers who were enrolled in a basic Chinese university
course learned a small set of Chinese characters in the labora-
tory. For half of the characters, the learners pronounced the
pinyin (i.e., phonology), and for the other half of the charac-
ters, they reproduced the orthographic form of the character.
There were no differences between the two sets of characters
in backward translation accuracy during or after learning. In a
similar study, Yum (2013) compared the learning of Chinese
characters with versus without phonology in native English
speakers who had had no formal exposure to Chinese.
Especially early during learning, the participants in the
visual-only group outperformed learners in the visual/
auditory group in backward translation and translation recog-
nition tasks. The increased performance in the group who only
saw the visual forms might have been due to their ability to
dedicate more attentional resources to learning the complex
Chinese characters, rather than dividing attention between
learning both the complex characters and their pronunciations.
Together, these results suggest that phonology has less of an
influence on the learning of complex nonalphabetic orthogra-
phies such as Chinese, and might even be counterproductive.

Words with predictable phonological codes
are learned better

The availability of phonology can also be manipulated by
changing the characteristics of the novel words. In the studies
reviewed in this section, all of the words were taught in the
same learning environment, and the critical manipulation was
how well the phonological codes of the novel words aligned
with the learners’ expectations or existing knowledge (e.g.,
Bartolotti & Marian, 2017, 2019; Brusnighan, Morris, Folk,
& Lowell, 2014; Burt & Blackwell, 2008; Burt &
Butterworth, 1996; Hamada & Koda, 2008; Howland &

Liederman, 2013; McKague, Davis, Pratt, & Johnston,
2008; McKay, Davis, Savage, & Castles, 2008; Taylor et al.,
2011). Orthographic learning should improve when the
learners’ knowledge coincides with the sublexical mappings
between orthography and phonology in the novel words.
Indeed, when Burt and Butterworth compared learning of
words with high (e.g., diskangle), medium (e.g., dispeign),
and low (e.g., dysthoegm) pronounceability, they found that
accuracy on orthographic recognition and recall tasks in-
creased as a function of pronounceability. Presumably, pho-
nological codes were more readily available for highly pro-
nounceable words, and this additional information could be
used to strengthen and tune the orthographic representations.
However, the effect could also be due to other differences
between the conditions, most notably orthographic regularity
(i.e., independent of phonology. Following a similar approach,
Bartolotti and Marian (2017)) taught participants
pseudowords with a range of “wordlikeness,” which they de-
fined in terms of orthographic and phonological neighborhood
density and position-specific segment frequencies in L1
English. Participants were tested in a recognition task, in
which they saw a picture and picked the correct novel word
name from among four possibilities, and in a written produc-
tion task, in which they saw a picture and typed the name. In
both tasks, accuracy was higher and responses were faster for
novel words that were wordlike than for those that were not
(see also Meade, Midgley, Dijkstra, & Holcomb, 2018).
However, the effects of orthographic and phonological
wordlikeness were confounded. When the authors analyzed
only a subset of the words that were carefully controlled for
phonological wordlikeness, but that still differed in ortho-
graphic wordlikeness, the benefit for wordlike items persisted
in the production task, but disappeared in the recognition task.
Thus, both orthographic and phonological regularities ap-
peared to improve learning outcomes in that study, but to
different degrees as a function of task. Further dissociating
orthographic and phonological regularities is a critical chal-
lenge for future research aiming to pinpoint the role of pho-
nology in orthographic word learning.

A related set of studies has demonstrated that words with
consistent sublexical mappings between orthographic and
phonological codes are learned better than words with incon-
sistent mappings (e.g., Burt & Blackwell, 2008; Hamada &
Koda, 2008; McKague et al., 2008; McKay et al., 2008;
Taylor et al., 2011). This comparison addresses the confound
between orthography and phonology, because the orthograph-
ic forms can be stable but assigned different pronunciations.
For example, McKay and colleagues taught participants
pseudowords with letter sequences that have consistent pro-
nunciations based on L1 English GPCs (e.g., -ean is always
pronounced as /i:n/). They manipulated feedforward (orthog-
raphy→phonology) consistency by maintaining this pronun-
ciation for pseudowords in the consistent condition (e.g., trean
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was pronounced as /tɹi:n/), and changing it for pseudowords in
the inconsistent condition (e.g., trean was pronounced as
/tɹɛn/). In other L1 English contexts, the correspondences be-
tween the letters and the inconsistent sounds were possible
(e.g., ea can be pronounced as /ɛ/, as in the word dead), but
they violated expectations in that particular context.
Participants named the consistent words more quickly and
accurately than the inconsistent words. The errors that learners
made on inconsistent trials often involved overregularization
of English GPCs (e.g., pronouncing drean as /dri:n/), strength-
ening the argument that they were activating phonological
codes based on their English knowledge in order to learn the
orthographic words. In the inconsistent condition, the English-
derived phonology conflicted with the phonology that partic-
ipants needed to learn, and so hindered learning. Taylor et al.
(2011) extended these findings in a study with an artificial
orthography and a consistency manipulation within the L2
(rather than by relying on L1 GPCs). During learning, partic-
ipants saw novel words in an unfamiliar orthography, heard
their pronunciation, and repeated the word aloud. Consistent
characters corresponded to only one sound. Inconsistent char-
acters were mapped to one of two vowel sounds, depending
on the environment in which they occurred. Learners pro-
duced the words with consistent vowels more accurately than
those with inconsistent vowels. After learning, they named
novel words in the same orthography, and did so with higher
accuracy for the words that contained consistent vowel char-
acters. Interestingly, in both these studies the inconsistent
words benefited more than the consistent words from addi-
tional learning supports (i.e., more frequent exposures, the
addition of semantics), suggesting that other types of informa-
tion can repair learning when phonology is less reliable or less
available. Note, however, that the naming tasks that were used
are not a direct measure of the precision of the orthographic
representation and could be reflecting differences in the
strength of the connections from orthography to phonology.

Defining consistency in the feedback (phonology→or-
thography) direction, there are some studies with spelling
tasks that have shown that consistency between the codes
improves the precision of orthographic representations
specifically (e.g., Burt & Blackwell, 2008; McKague
et al., 2008). In the study reported by Burt and
Blackwell, the learning phase consisted of pronouncing
novel pseudowords presented on the screen and reading
their definitions. Pronouncing the words was straightfor-
ward, because each word was consistent in the
feedforward (orthography→phonology) direction and
had only one plausible pronunciation based on English
GPCs (e.g., groal and mish have consistent pronuncia-
tions among native English speakers). After learning, par-
ticipants were slower and less accurate to spell the
feedback-inconsistent words (e.g., groal could also be
spelled as grole) than the feedback-consistent words

(e.g., there are no alternate spellings for the pseudoword
mish). Participants who were skilled spellers in English
were especially likely to make phonologically plausible
mistakes (e.g., to spell grole instead of groal). In other
words, learners appeared to be phonologically recoding the
novel words and then using this phonological code to generate
the orthographic representation during the spelling task. For
feedback-consistent words, this was a foolproof strategy and
led to high accuracy. For feedback-inconsistent words, the
phonological representation corresponded tomultiple possible
spellings, and the learner had to rely on orthographic memory
traces to remember which of them was correct. Taken togeth-
er, the finding that ambiguous sublexical mappings between
orthography and phonology disrupt learning suggests that
phonology is involved in the tuning of new orthographic rep-
resentations. Although these studies largely focused on
wordlikeness or inconsistency in the learner’s L1, knowledge
about these patterns in the L2 also affects learning once a
minimal level of L2 proficiency is achieved (e.g., Hamada &
Koda, 2008; Treutlein, Schöler, & Landerl, 2017).

Beyond sublexical mappings, the familiarity of phonolog-
ical representations at the lexical level also influences ortho-
graphic learning. Brusnighan et al. (2014) investigated how
adults learn novel pseudohomophonic (e.g., skwosh has the
same pronunciation as squash, but was defined as a type of
musical instrument) and non-pseudohomophonic words em-
bedded in L1 sentences. This is another approach to avoiding
the confound between phonological and orthographic regular-
ities, since all of the novel words were orthographically legal
and the two conditions were balanced for orthographic regu-
larity. By isolating lexical phonology in this way, they found
more regressions from the first looks at the target to the pre-
ceding context for novel pseudohomophonic words than for
non-pseudohomophonic words. The authors argued that
learners were automatically co-activating phonology and had
difficulty associating a known phonological lexical form with
a new orthography and meaning. In a second experiment with
a similar design, the authors found that participants learned the
meanings of the two types of words equally well, but spelling
accuracy was higher for the pseudohomophonic words than
for the non-pseudohomophonic words. The familiarity of the
pseudohomophones following phonological recoding may
have helped improve acquisition of the form of the ortho-
graphic word. An alternative explanation would be that
learners were explicitly comparing the orthography of the
pseudohomophone (e.g., skwosh) and its base word (e.g.,
squash) during learning, and that this effortful analysis led to
better (i.e., more precise) learning of the orthographic form. In
sum, studies that have modulated the availability of phonolo-
gy by manipulating word-level characteristics are largely con-
sistent with the hypothesis that orthographic representations
are more reliable for words that align with the learners’ knowl-
edge about sublexical and lexical phonology.

Psychon Bull Rev (2020) 27:15–23 19



Individuals with better phonological skills are
better orthographic learners

The degree to which individual learners are able to utilize
these constraining phonological codes or to inhibit the con-
flicting ones varies considerably. The third and final way in
which I define phonological availability is in terms of individ-
ual differences in phonological skills. Here the reasoning goes
that if phonology tunes orthographic representations during
learning, then individuals who have strong phonological skills
should acquire more precise visual word form representations.
Indeed, there is evidence to suggest that phonological memory
and decoding abilities correlate with orthographic word learn-
ing and yield larger vocabularies in adults (e.g., Bartolotti &
Marian, 2017; Brennan & Booth, 2015; Chalmers & Burt,
2008; Howland & Liederman, 2013; Ocal & Ehri, 2017;
Service & Kohonen, 1995; cf. Weekes, 2018). As described
above, participants in the learning study reported by Bartolotti
and Marian (2017) saw pictures and had to type the
pseudowords with which they had been associated over five
learning blocks within the same session. Accuracy on the
typing task with novel pseudowords improved faster for par-
ticipants with larger phonological memory capacity, as mea-
sured by the digit span and nonword repetition subtests of the
Comprehensive Test of Phonological Processing (Wagner,
Torgesen, & Rashotte, 1999). Together with other studies in
which relationships between phonological skill and perfor-
mance in spelling production tasks have been reported (e.g.,
Chalmers & Burt, 2008), these results demonstrate that pho-
nology improves the tuning of orthographic representations.
The directionality of this relationship is difficult to pinpoint.
However, some preliminary evidence of causality comes from
the finding that L1 phonological abilities in early childhood
correlate with later L2 learning success (e.g., Sparks, Patton,
Ganschow, Humbach, & Javorsky, 2006).

A similar relationship has been established for visual word
learning in the L2, which is influenced by phonological skills
in both the L1 and the L2 (Cao et al., 2017; Hamada & Koda,
2008; Meschyan & Hernandez, 2002; Sparks et al., 1997;
Sparks et al., 2006; Weekes, 2018). For example, Meschyan
and Hernandez found that L1 decoding ability predicted L2
vocabulary size and L2 competency in a group of classroom
English–Spanish learners (see also Hummel & French, 2016).
However, statistical models suggested that this relationship
was mediated by L2 decoding ability: Strong L1 decoding
scores led to strong L2 decoding scores, which in turn im-
proved L2 learning outcomes. Interestingly, decoding skills
only transfer across languages in this way if both languages
are alphabetic. Learners who have a nonalphabetic L1 have
less experience decoding, which alters the transfer of these
skills across languages (e.g., Hamada & Koda, 2008; Mori,
1998; Wang, Koda, & Perfetti, 2003). For example, Hamada
and Koda (2008) found that the correlations between L2

phonological skills and the spelling of newly learned L2
words were weaker for Chinese–English learners than for
Korean–English learners, where the latter group had extensive
experience decoding in their alphabetic L1. In addition, if the
target L2 is not alphabetic, phonological skills no longer con-
tribute to visual word learning. Cao et al. (2017) found that
phonological awareness in L1 English correlated positively
with the ability to produce the meaning and pronunciation of
Spanish words, but not of Chinese characters, within the same
group of learners. Thus, phonological skills appear to affect
the learning of visual word forms in the L1 and the L2, but
only when the relationship between orthography and phonol-
ogy is predictable, as in alphabetic languages.

These correlations within the population of typical readers
extend to adults with dyslexia, who are at one extreme of the
spectrum of phonological abilities. The predominant form of
dyslexia is characterized by phonological deficits that persist
into adulthood (e.g., Snowling, Nation, Moxham, Gallagher,
& Frith, 1997). These deficits can lead to problems associating
orthography and phonology (e.g., Blau, van Atteveldt,
Ekkebus, Goebel, & Blomert, 2009; Pitchford, Ledgeway, &
Masterson, 2009). Thus, adults with a history of dyslexia may
show weaker co-activation of phonology during visual word
learning, or may be less able to capitalize on phonology to
tune orthographic representations. Very few studies have in-
vestigated orthographic word learning in this population, and
the different aims and experimental designs of the studies
make it difficult to draw strong conclusions. However, the
available evidence indicates that adults with dyslexia may face
difficulties learning new visual word forms, perhaps because
they rely on an inefficient incremental phonological-recoding
approach for longer than typical adult readers (e.g., Di Betta &
Romani, 2006; Howland & Liederman, 2013; Kwok & Ellis,
2014; Samara & Caravolas, 2017). This conclusion
strengthens the overarching argument that individual differ-
ences in phonological abilities affect orthographic learning.

Conclusions and future directions

Overall, the studies reviewed here are consistent with the hy-
pothesis that phonology bootstraps orthographic learning.
Increasing the availability of phonology—defined in terms
of learning environment, word characteristics, and individual
differences—improves orthographic word learning, at least in
alphabetic languages. Contrariwise, making phonology less
avai lable (e .g. , with ar t iculatory suppression or
unpredictable/unexpected pronunciations) has a negative im-
pact on learning. The latter finding is critical for establishing
that learners engage phonological recoding on their own and
that the experimental manipulations described here only serve
to facilitate or hinder that process.
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Is phonology special? One might expect that orthographic
learning would improve whenever additional information is
made available. Indeed, providing a meaning for the new
word or biasing semantics has also been shown to improve
word learning (e.g., Angwin, Phua, & Copland, 2014;
Barcroft & Sunderman, 2008), although not more than pho-
nology (e.g., Taylor, Davis, & Rastle, 2017). That said, if the
effect were more general and only due to including additional
information, then biasing phonology should improve visual
word learning across all languages and conditions. Instead,
the specificity of the relationship to alphabetic orthographies
indicates that the advantage afforded by phonology goes be-
yond an additional memory trace for the word; as hypothe-
sized, the sublexical relationship between the two codes is
critical.

Identifying the exact mechanism by which phonology im-
proves orthographic learning remains difficult. Part of the chal-
lenge is that so few of the studies reviewed here included a
measure of the precision of the orthographic representation it-
self as it was being accessed. Although there is some evidence
to suggest that spelling measures yield information about the
precision of lexical representations and the patterns of lexical
processing for known words (e.g., Andrews & Hersch, 2010;
Andrews & Lo, 2012; Meade, Grainger, Midgley, Emmorey, &
Holcomb, 2018), research in this area would benefit from the
development of methods that offer more nuanced measures of
orthographic precision. These measures would need to be
employed at discrete time points during learning in order to
track changes in the precision of orthographic representations.
Capturing this trajectory of individual representations over the
course of learning is of fundamental theoretical importance.

Another avenue of research to pursue is the study of ortho-
graphic precision and orthographic learning in readers of al-
phabetic languages who are not experts in phonology. Adults
who have dyslexia or are profoundly deaf still typically have a
functional orthographic lexicon, despite having restricted ac-
cess to phonology. Either the phonological skills that they do
have are sufficient (see, e.g., Hanson & McGarr, 1989, and
MacSweeney, Goswami, & Neville, 2013, for evidence that
deaf readers have some level of explicit phonological knowl-
edge) or they use compensatory strategies to develop precise
orthographic representations. The limited research on adult
readers with dyslexia that I have touched upon here suggests
that they are using sublexical codes, but ineffectively (e.g., Di
Betta & Romani, 2006; Howland & Liederman, 2013; Kwok
& Ellis, 2014; Samara & Caravolas, 2017). To my knowledge,
there has been no study of visual word learning in deaf adults,
but recent evidence suggests that they are able to achieve
levels of orthographic precision similar to those of their hear-
ing counterparts for known words (see, e.g., Fariña et al.,
2017). Adapting some of the manipulations described here
for adult readers who have limited access to phonology would
allow insight into the level of phonology that is necessary for

developing precise orthographic representations and into the
strategies that might be useful for improving orthographic
precision when phonology is suboptimal or insufficient.

Coupled with this issue of poor phonological skills is the
question of how well explicit phonological training improves
orthographic word learning, or whether it improves learning at
all (see, e.g., de Jong, Seveke, & van Veen, 2000, and Torgesen,
Morgan, & Davis, 1992, who addressed similar questions in
young children). If phonological skills underlie successful ortho-
graphic word learning, then strengthening phonological skills
should transfer to improvements in orthographic learning.
Establishing causality in this way would strengthen the relation-
ship between the two skills and make this line of research more
informative for classroom teachers. Overall, the literature
reviewed here establishes an empirical foundation for the hypoth-
esis that phonology bootstraps orthographic word learning in
adults, but many questions remain as to the exact role that pho-
nology plays and how specific or generalizable the benefits are.
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