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Abstract A number of studies have shown a relationship be-
tween comprehending transitive sentences and spatial pro-
cessing (e.g., Chatterjee, Trends in Cognitive Sciences, 5(2),
55–61, 2001), in which there is an advantage for responding to
images that depict the agent of an action to the left of the
patient. Boiteau and Almor (Cognitive Science, 2016) demon-
strated that a similar effect is found for pure linguistic infor-
mation, such that after reading a sentence, identifying a word
that had appeared earlier as the agent is faster on the left than
on the right, but only for left-hand responses. In this study, we
examined the role of lateralized manual motor processes in
this effect and found that such spatial effects occur even when
only the responses, but not the stimuli, have a spatial dimen-
sion. In support of the specific role of manual motor processes,
we found a response-space effect with manual but not with
pedal responses. Our results support an effector-specific (as
opposed to an effector-general) hypothesis: Manual responses
showed spatial effects compatible with those in previous re-
search, whereas pedal responses did not. This is consistent
with theoretical and empirical work arguing that the hands
are generally involved with, and perhaps more sensitive to,
linguistic information.

Keywords Laterality . Transitive verbs . Syntax . Spatial
cognition .Motor effectors

A growing number of empirical studies (Bergen, Lindsay,
Matlock, & Narayanan, 2010; Chatterjee, Southwood, &
Basilico, 1999; Maass & Russo, 2003; Richardson, Spivey,
Barsalou, & McRae, 2003; Stanfield & Zwaan, 2001) and
theoretical accounts (Chatterjee, 2001; Levinson, 1996;
Talmy, 2000) have shown or argued that language and spatial
processing interact a great deal. A number of these studies
involved processing explicitly spatial language, whereas
others have shown that transitive sentences (i.e., sentences in
which an agent directs action toward a patient) involve either
explicit or implicit construction of a spatial frame that consists
of the agent on the left side of space and the patient on the
right. Initial evidence for this effect was established through
picture recognition and drawing tasks (Chatterjee et al., 1999).
Later evidence showed that this effect results from a combi-
nation of the orthographic direction of one’s native language
(where the effect is reversed in Arabic speakers) and a general
advantage for responding to images with left-to-right moving
action that is independent of language (Maass & Russo,
2003). Recently, Boiteau and Almor (2016) showed that a
left-side advantage for agents (in an American-English-
speaking population) occurs in purely verbal tasks and is
therefore not restricted to cases that involve pictorial represen-
tation of linguistic descriptions. In the present article, we ask
whether this effect is part of a larger phenomenon character-
izing lateral biases in nonspatial cognition or whether this
effect is specific to language. Also, we ask whether this effect
is tied to a specific motor modality or if it is a more general,
amodal, spatial representation. At the same time, this investi-
gation will provide some insight into the utility of a syntax–
space connection—for example, it could be part of a primitive
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neural system that manual co-speech gestures tap into—and
show that the heart of the issue may lie in bilateral linguistic
processing.

Boiteau andAlmor (2016) had right-handed participants read
transitive sentences (e.g.,Mary pushed Bill on the playground.)
presented oneword at a time at the center of a computermonitor
and then respond to a probeword (e.g., the agent or patient of the
sentence they just read) appearing on the left or right side of the
screen. Across several different experiments, the authors found
that agents were responded to faster than patients on the left side
of the screen, and patients faster than agents on the right side,
whereas other words in the sentence showed no spatial bias, an
effect that they dubbed the Bsyntax–space effect.^ Interestingly,
this effect only occurred with left-hand responses, and did not
occur at all when participants responded vocally. This effect
could be, in part, related to findings regarding language laterali-
zation in the brain. Although language processing has been
shown to be left-lateralized, it is not entirely so (Bozic,
Fonteneau, Su, & Marslen-Wilson, 2015). Thus, it is possible
that successful comprehension of a transitive sentence involves
both left- and right-lateralized regions. The right-hemispheric
regions involved in linguistic processing may be more prone to
influence from nonlinguistic spatial processes (e.g., from right
superior parietal regions), which would be more apparent when
the left hand (and right hemisphere) is used to make some
language-related judgment (Zwaan&Yaxley, 2003).This expla-
nationmayhelp us understandwhy a syntax–space effect is gen-
erallyonly foundon the left handandmayprovide evidenceas to
the syntactic competence of the right hemisphere. Along these
lines, it isuncertainwhether thefeet,whicharealsolateralizedbut
less involved linguistically (see below), and in particular the left
foot, would show any kind of syntax–space effect if it were
responding to word probes.

Thus, two important questions remain when considering
earlier findings. First, would the syntax–space effect be pres-
ent when only the responses are lateralized and not the test
probes? Without demonstrating this, one could argue that the
various syntactic-spatial interactions that have been found are
effects produced bymanipulating the spatial dimensions of the
stimuli. Second, is this effect only found through manual
responding or does any lateralized motor effector produce
similar results? Answering this question will help us under-
stand why such an effect might exist. As we will show below,
the hands and feet differ in very important ways in their rela-
tion to language and other forms of cognition. In considering
differences between hand and foot responses we will entertain
two competing hypotheses: effector general (hands and feet
evoking the same spatial effect) and effector specific (hands,
not feet, showing a spatial effect).

First, we know that the hands are central to linguistic pro-
cessing and development. For example, some researchers
have proposed connections between praxis and language
(e.g., Kobayashi & Ugawa, 2013; Papagno, Della Sala, &

Basso, 1993). Granito, Scorolli, & Borghi (2015) found a
benefit for responding to concrete words with the hands and
abstract relations with the mouth. Davoli, Du, Montana,
Garverick, and Abrams (2010) showed that semantic judg-
ments made toward stimuli near the hands are degraded.
Manual gesture is an essential part of language, to the point
that it may facilitate (Jamalian & Tversky, 2012; Krauss,
1998) or interfere with (Gunter, Weinbrenner, & Holle,
2015; Rauscher, Krauss, & Chen, 1996) language processing
in a variety of capacities. Indeed, the use of deictic pointing
aids language acquisition (Kalagher & Yu, 2006), as well as
tracking referents in a discourse (So, Kita, & Goldin-Meadow,
2009). Spontaneous gestures accompanying speech reflect the
prosody of the speaker, indicating that speech and manual
gesture co-occur naturally (Guellaï, Langus, & Nespor,
2014). Additionally, in the course of human development, a
stage of gestural babbling precedes vocal babbling, and simple
gestures may be used to communicate preverbally (Petitto &
Marentette, 1991; Volterra & Iverson, 1995). Sign languages
are rich linguistic systems, nearly indistinguishable
neuroanatomically from spoken languages (Emmorey et al.,
2003). The hands are also an important tool for writing and
typing, critical survival skills in a literate society (Corballis,
2011). Greenfield (1991) showed that the development of syntax
mirrors the ability to construct hierarchically organized patterns
with the hands. Finally, from an evolutionary perspective, some
have suggested that the faculty of language evolved out of a
gestural protolanguage (Rizzolatti & Arbib, 1998). Given these
wide-ranging interactions, we might also expect to find a
privileged connection between the hands and syntactic processes.

Regardingthehandsandfeet inpsycholinguisticresearch, there
are importantdifferencesintermsofprocessing,althoughprevious
studies havemostly looked at embodied semantic processing. For
example, Buccino et al. (2005) found that hand- and foot- related
verbsdifferentially affectmotor evokedpotentialsmeasured in the
hands and feet. Scorolli andBorghi (2007) found that the process-
ingof sentencesdescribinghandand foot actions facilitatemanual
and pedal responses, respectively. Hauk, Johnsrude, and
Pulvermüller (2004), demonstrated that action verbs relating to
the face, legs, and arms activate the same neural regions involved
in performing actions with these parts of the body. Another study
showed that damage tobothhandand legmotor areas can result in
linguistic processing difficulties associated with action verbs
(Neininger & Pulvermüller, 2003). These studies at least suggest
that manual and pedal responding could have differential effects
with regards to semantic processing in a way that depends on the
content of the sentence, but they do notmake any specific predic-
tions about whether feet would produce a syntax–space effect.

Finally, outside of language research, most studies have
found only minimal differences between responding with the
hands and feet. Two effects of interest here are the Simon
effect (Simon & Rudell, 1967) and the spatial-numerical as-
sociation of response codes (SNARC: the association of small
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numbers with the left and large numbers with the right;
Dehaene, Bossini, & Giraux, 1993). The Simon effect occurs
when a stimulus and response share some task-irrelevant di-
mension (i.e., location), thereby facilitating responding.
Although much of the Simon-effect literature has investigated
this effect through the use of manual responses, it is generally
accepted that it is not the effector that matters but the spatial
positioning of the response (Hommel, 2011; Simon, 1969;
Wallace, 1971). Nicoletti and Umiltà (1985) found that
lateralized stimuli elicited Simon effects with manual and ped-
al responses, with the latter about 20 ms slower than the for-
mer overall. Similarly, the majority of studies investigating the
SNARC effect have involved responding with the hands (e.g.,
Calabria &Rossetti, 2005; Dehaene, Bossini, &Giraux, 1993;
Fischer, 2003; Wood, Nuerck, & Willmes, 2006), usually in
response to centrally presented numbers (unlike in the syntax–
space tasks, in which probes were presented to the left or the
right). However, similar to the Simon effect, the SNARC is
found whether responding with the hands or the feet (Schwarz
&Müller, 2006). Presumably (though not necessarily), related
effects could also be found using the feet in other phenomena
in which space has been found to be related to nonspatial
dimensions: for example, stimulus duration (i.e., shorter–left,
longer–right, an effect known as the spatial–temporal associ-
ation of response codes or STEARC; Ishihara, Keller,
Rossetti, & Prinz, 2008; Vallesi, Binns, & Shallice, 2008);
nonnumerical regular sequences such as the alphabet (i.e.,
earlier–left, later–right; Gevers, Reynvoet, & Fias, 2003); the
order of stimuli presented in working memory tasks (Van
Dijck & Fias, 2011); and the linguistic markedness of stimuli,
in which more and less linguistically marked stimuli are asso-
ciated with Bleft^ and Bright,^ respectively (i.e., the MARC
effect; Nuerk, Iverson, &Willmes, 2004; Roettger &Domahs,
2015). The MARC effect may be of particular interest to the
present investigation given that it is a linguistic effect that
seems to be superficially related to the SNARC effect.

In summary, transitive verbs have been shown to interact
with spatial processing, seemingly generating a left-to-right
frame of action (Chatterjee, 2001), which is partly but not
entirely related to orthographic direction (Maass & Russo,
2003). Moreover, this effect is absent with vocal responses,
appears to be more sensitive to left-hand responses, and only
occurs for the arguments of the verb (i.e., agent and patient)
and not other words in the sentence (Boiteau & Almor, 2016).
Finally, there are some striking differences between the syn-
tax–space and SNARC effects. If the syntax–space effect were
simply a linguistic instantiation of the SNARC, we would
expect both vocal responses and other words in the sentence
to show spatial interactivity. Testing other modes of response
is then a crucial way of distinguishing these two superficially
related effects. If the syntax–space effect were to behave like
SNARC with both hands and feet producing similar results, it
would suggest that the spatial frame accessed during language

processing is either text-based and epiphenomenal, a curiosity
arising out of the visuospatial medium of reading, or a general
left-versus-right motor processing effect. However, if the
SNARC and syntax–space effects were not to behave in the
same ways—that is, if only the hands produced a syntax–
space effect—it would suggest that when the hands are in-
volved in a linguistic task, they are facilitated or inhibited by
the spatial frames arising from language comprehension.
Thus, the purpose of this study was to first test whether or
not the syntax–space effect observed previously will be found
when the responses (but not the stimuli) have a lateral spatial
code (Exp. 1; henceforth, E1). If the syntax–space effect stems
from a similar mechanism as the SNARC (e.g., a mental num-
ber or text line), then we would expect to observe a spatial
response effect to agents and patients. However, we alsomight
expect the same result regardless of whether or not the
SNARC and syntax–space effects are related, since Boiteau
and Almor (2016) also observed interactions between probe
words and response hand that occurred independent of the
stimulus space (however, Boiteau and Almor never presented
probes in a central position, making this result difficult to
interpret). Thus, we hypothesized that a spatial–linguistic in-
teraction would occur, similar to the one observed by Boiteau
and Almor, except for responses and not for stimuli. Second,
in light of the differences we have reviewed between the
SNARC and syntax–space effects (and despite the similarities
between them), we predicted we would find evidence
supporting the effector-specific hypothesis, in which only
the hands would show a spatial effect, and not the feet.
Finding such an interaction would help differentiate the syn-
tax–space and SNARC effects and would provide evidence
that the spatial frames generated by syntax are tied to (and
perhaps result from) manual processing, and thus would rein-
force the view that the syntax of language, and not just its
meaning, is grounded in spatial and motor processes.

Experiments 1 and 2

The main purpose of these experiments was to test whether or
not we would observe a syntax–space effect when responses,
but not stimuli, have a spatial dimension (E1 and E2) and
whether or not hands (E1) and feet (E2) elicit the same type
of effect. Participants read transitive sentences in the active
and passive voice and generated responses with their hands
or feet using left- and right-lateralized buttons and pedals.
Boiteau and Almor (2016) found that other words in the sen-
tence besides the agent and patient did not show a spatial bias
and that passivizing a sentence (i.e., Bill was pushed by Mary
on the playground.) eliminated the spatial effect. This may be
because the increased syntactic complexity of passive over
active sentences leads to an increase in the activation of left
hemispheric language processing regions (Mack, Meltzer-
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Asscher, Barbieri, & Thompson, 2013). We include this con-
dition in E1 and E2 to as closely replicate Boiteau and
Almor’s (2016) Experiment 3 as possible minus the spatial
dimension of the probe words, and in addition test if this
active–passive difference is still present when only responses
are lateralized. Therefore, in the present experiments we pre-
dicted that a spatial effect would be found for the hands but not
for the feet, in the form of a four-way interaction between
effector type, grammatical voice, probe word, and response
lateralization, characterized by a three-way interaction for the
hands but not for the feet. Finally, since Boiteau and Almor
found an advantage to making negative responses (i.e., for
probe words not appearing in the previous sentence) on the
left hand over the right hand—an instantiation of the MARC
effect, in which more linguistically marked stimuli are
responded to faster on the left than the right (Nuerk et al.,
2004)—we predict a similar finding here. No study has pre-
viously investigated the impact of effector type on the MARC
effect; however, given the fact that the MARC effect is argued
to arise from a matching of linguistic markedness, we predict
that effector type should not matter, and that both hands and
feet would show the left-side/negative-response bias observed
previously. Although the MARC effect is not the main focus
of this article, finding or not finding one in these two experi-
ments would add valuable insight into the nature of that effect.
For example, if it were found to operate on both manual and
pedal responses, we could safely conclude that it is an issue of
linguistic markedness. However, finding it only with the
hands might suggest that this linguistic-markedness effect is
tied into manual co-speech gestures, in which the two hands
may be used to stress contrasting alternatives.

Method

Participants Ninety-one participants (74 female, 17 male;
mean age = 19.11 years) took part in E1, and 84 participants
(66 female, 18 male; mean age = 19.62 years) took part in E2
for extra credit toward a psychology class. Although all par-
ticipants reported being right-handed, we acquired detailed
hand (Edinburgh Inventory; Oldfield, 1971) and foot
(Waterloo Footedness Questionnaire; Elias, Bryden, &
Bulman-Fleming, 1998) dominance data from only 83 (68
female, 15 male) of the E1 participants and 82 (65 female,
17 male) of the E2 participants. Thus, only the data from these
participants were used in the analyses below. The average
scores on the Edinburgh Inventory were .77 for E1 and .87
for E2.1 For the foot dominance data, the majority of partici-
pants were right-footed (E1,M = .55; E2,M = .7). All partic-
ipants were native speakers of English with normal or
corrected-to-normal visual acuity (self-reported). Participants

gave their informed consent to participate in this research un-
der the guidelines of the University of South Carolina
Institutional Review Board.

E1 procedure In this experiment, participants read sentences,
judged probe words, and answered comprehension questions.
The room was darkened, and participants placed their heads in
a chinrest, centering their field of vision on the middle of the
computer monitor. The experiment was run in E-Prime 2.0.
Eachparticipant ran through160experimental trials,divided into
two blocks of 80 trials. Ten practice trials preceded each block.
Participants could not proceed into the experimental block until
they had achieved 65% accuracy on these practice trials. During
the practice blocks, participants received feedback for their re-
sponses,butnotduringtheexperimentalblocks.Figure1showsa
sample trial. Each trial beganwith awhite fixation cross present-
ed in thecenterofablackscreenfor1s.Thena transitivesentence
appeared one word at a time (500 ms/word) in the center of the
screen in white, size-18 Courier New font. Transitive sentences
wereineither theactiveorthepassivevoice,with80activeand80
passive sentences per participant. No sentences were repeated
withinparticipants, but acrossparticipants the sentences alternat-
ed voice. The item order was randomized separately for each
participant. The sentences consisted of proper-named agents,
and patients engaged in a variety of activities (e.g., kissing,
chasing). Each sentence consisted of either twomale characters,
two female characters, a female agent andmale patient, or amale
agent and female patient, with equal numbers of gender combi-
nation typesacross items.The lengthsof agent andpatient names
were equated (agent: M = 5.37, range 3–9; patient: M = 5.35,
range: 3–10), t(159) = 0.29, p = .77. All of the items used can
be found in the Appendix of Boiteau and Almor (2016).
Following the transitive sentence, a second fixation cross ap-
peared, this one presented for 1,500 ms. Next, a probe word
was presented in the center of the screen either until the partici-
pantrespondedoruntil4shadpassed(whichevercamefirst).The
probewasoneof the following: apresentprobe,oneof thewords
thathadappeared in thesentence theparticipanthad just read,ora
false probe, a proper name that was not used in any of the actual
items,with equal numbers of present and false probes shownper
blockandsession.Among thepresentprobes,halfwere theagent
of thesentenceandhalf thepatient.Participantswereinstructedto
respondByes^orBno^witheithera leftora rightbuttonpressona
PsychologySofwareTools(PST)SerialResponseBox,usingthe
indexfingersof their respectivehands, to judgewhetherornot the
probeword had appeared in the sentence they had just read. The
only difference between the two 80-item blocks was the yes/no
buttonmapping, with the order of left–yes/right–no and left–no/
right–yes mappings being counterbalanced across participants.
Following the probe word a third fixation was presented
(1,500 ms), and then a yes/no comprehension question worded
in the active or passive voice for 4,500ms. The purpose of these
questions was to ensure that participants were reading to

1 A score of 1 indicates a strong right hand or foot preference, and –1, a strong
left preference.
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understand and not just treating the sentences as lists of words.
Finally, a brief rest (randomly ranging from 2,000 to 4,000 ms)
followed this comprehension question, during which a fixation
cross remained on the screen. We recorded accuracy and re-
sponse times (RTs) for probe and comprehension question re-
sponses, but focused our analyses on log-transformed RTs.2

E2 procedure The procedure was identical to that of E1.
However, participants responded by pressing a left or right
PST foot pedal connected to the Serial Response Box, using
either their left or their right foot, with which foot was used to
respond for Byes^ or Bno^ answers varying by block, as before.

Thus, in the analyses of these experiments (which are reported
together below) the factors of interest wereVoice (active, passive),
Word (agent, patient), Lateralization of Effector (left, right), and
Effector Type (hand, foot).

Results

Main analysis Following the procedures from Boiteau and
Almor (2016), we removed all trials with incorrect probe re-
sponses (2.91%), those with incorrect responses to the compre-
hension questions (15.98%), and those with extreme responses
(1.62%; defined as two standard deviations away from the
mean)—a total of 20.52% of trials.

The data analyses were conducted in the lme4 package
(Bates, Maechler, & Bolker, 2011) in R (version 3.1.1; R
Development Core Team, 2012), using mixed-effects model-
ing3 with the factors Voice (active vs. passive), Word (agent
vs. patient), Lateralization (left vs. right), and Effector (hand

vs. feet) as fixed effects, as well as all possible interactions
between the four factors, and participants and items as random
effects4 (Baayen, Davidson, & Bates, 2008; Barr, Levy,
Scheepers, & Tily, 2013). This round of analyses only focused
on correct Byes^ responses. We compared the full model with
a model with the four-way interaction removed and found a
significant difference, χ2(1) = 4.09, p = .043, generally in line
with our hypothesis. We next explored the exact statistical
basis of this interaction. The full model results are reported
in Table 1 and shown in Fig. 2.5

To better understand the four-way interaction, we divided
the datasets into E1 and E2 groups and tested the three-way
interactions between lateralization, voice, and word separate-
ly. For E1 (the hand group) the interaction was significant,
χ2(1) = 9.34, p = .002, whereas for E2 (the foot group) it
was not, χ2(1) < 1, p = .99. This supports our main hypothesis
that the syntax–space effect would be found for manual and
not pedal responses.

Hand group Next, we explored the three-way interaction of
the E1 group, again by dividing up the data according to the
Voice factor, now into active versus passive datasets, looking
at the interaction between lateralization and word in each
dataset and following the procedure described above, remov-
ing the highest-order interaction first and comparing this to the
full model. We found a significant interaction for the active
set, χ2(1) = 6.28, p = .01, but the passive interaction was only
marginally so, χ2(1) = 3, p = .08. This finding is similar to that
reported in Experiment 3 of Boiteau and Almor (2016), in
which the spatial effect was reduced for the passive voice
but present for the active voice.

2 We log-transformed the data because the RTs had a high positive skew, G1 =
1.35.

Fig. 1 Schematic of sample trials from all experiments

3 The advantage of using mixed-effects modeling over traditional analysis of
variance (ANOVA) was that in one analysis both participants and items could
be included as random effects, whereas ANOVA requires two separate analy-
ses, one by participants and one by items.

4 The exact model was as follows: log(RT) ~ Lateralization × Word × Voice ×
Effector + (1 | Participant) + (1 | Item). Note that attempting to include random
slopes by participants and items resulted in the models failing to converge.
5 We also tested whether or not hand or foot dominance modulated the four-
way interaction, but failed to find any significant interactions. These analyses
are available upon request from the first author.
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Active: The data of the hand group responding to items in
the active voice were analyzed further by creating left-
and right-response groups and measuring separately for
both sets the main effects of word. For the left group
(hand responses to active-voice items), we observed a
highly significant effect of word, with responses being
faster to agents than to patients, χ2(1) = 27.73, p < .001,

whereas for the right group (also hand responses to
active-voice items), the difference was only marginally
significant, χ2(1) = 2.94, p = .09.
Passive: The data of the hand group responding to
passive-voice items were analyzed to test for the main
effects of lateralization and word, since the interaction
was not significant. Both word, χ2(1) = 89.29, p < .001,

Table 1 Fixed effects for the max model

β Condition Coefficient Estimates t p

Est. Std. Error

β0 (Intercept) 6.813 0.024 286.74 <.001***

β1 Passive 0.06 0.015 3.988 <.001***

β2 Patient 0.061 0.015 3.994 <.001***

β3 Right –0.123 0.015 –7.967 <.001***

β4 Hand –0.159 0.033 –4.771 <.001***

β5 Passive × Patient –0.141 0.021 –6.63 .244

β6 Passive × Right 0.013 0.021 0.603 .546

β7 Patient × Right –0.015 0.022 –0.669 .504

β8 Passive × Hand 0.029 0.021 1.335 .182

β9 Patient × Hand 0.031 0.021 1.446 .148

β10 Right × Hand 0.079 0.021 3.726 <.001***

β11 Passive × Patient × Right 0.002 0.03 0.064 .949

β12 Passive × Patient × Hand –0.066 0.03 –2.203 .028*

β13 Passive × Right × Hand –0.031 0.03 –1.018 .309

β14 Patient × Right × Hand –0.036 0.03 –1.215 .224

β15 Passive × Patient × Right × Hand 0.084 0.042 1.988 .047*

The baseline level for the Word factor is agent, for Voice is active, for Lateralization is left, and for Effector is foot. * p < .05, *** p < .001

Fig. 2 Graphical results of Experiments 1 and 2, showing the interaction between effector, voice, lateralization, and word. Bars represent SEs
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and lateralization, χ2(1) = 13.55, p < .001, were signifi-
cant, with faster responses to the patients (who were in
focus in the passive sentences) and with the right hand.

Foot groupReturning to the foot-response group, since we
did not find a three-way interaction between lateralization,
voice, and word, we tested for lower-order effects, again
removing each interaction in turn and comparing it with
the next-largest model. No interaction emerged between
probe word and lateralization, χ2(1) = 0.49, p = .498, nor
was there an interaction between voice and lateralization,
χ2(1) = 0.76, p = .38. However, the interaction between
word and voice was significant, χ2(1) = 79.53, p < .001.
We also found a main effect of lateralization, with right-
foot responses being faster than left-foot responses, χ2(1)
= 193.73, p < .001.

The Voice × Word interaction was characterized by
faster agent than patient responses for the active voice,
χ2(1) = 22.9, p < .001, and faster patient than agent re-
sponses for the passive voice, χ2(1) = 55.62, p < .001.
This is in essence a replication of Ferreira (2003) with
pedal responses.

False probes Finally, we analyzed responses to the false
probes (Bno^ responses) separately, to test whether the
factors Voice, Lateralization, and Effector and all possible
interactions between these three variables affected probe
words unassociated with any linguistic context. The three-
way interaction was not significant, χ2(1) = 0.63, p = .43
(see Table 2 for the max model), nor was the Voice ×
Lateralization interaction, χ2(1) = 0.11, p = .74, nor the
Voice × Effector interaction, χ2(1) = 0.15, p = .7.
However, the interaction between effector and lateraliza-
tion was significant, χ2(1) = 5.79, p = .02 (see Fig. 3).
Finally, the main effect of voice was also not significant,
χ2(1) = 0.01, p = .91.

To get a better understanding of the interaction be-
tween lateralization and effector, we divided the datasets
into E1 (hand) and E2 (foot) groups, and for each group
tested the main effect of lateralization. For the hand
group, the effect was significant, χ2(1) = 6.43, p = .001,
with faster responses for the left than for the right hand
(i.e., a MARC effect; Nuerk et al., 2004). However, the
effect was not significant for the foot group, χ2(1) < 1, p
= .95 (i.e., the absence of a MARC effect).

Discussion

In this article, we investigated the basis of reports that transi-
tive actions and sentences activate a spatial representation in
which agents are positioned to the left of patients (Boiteau &

Almor, 2016; Chatterjee, 2001; Chatterjee et al., 1999; Maass
& Russo, 2003). For the first time, we showed that such a
spatial effect can be found when the stimuli do not possess
any spatial6 dimension of their own. This in itself is an impor-
tant finding, showing that the syntax–space effect is not task-
contingent, arising solely from manipulating the position of a
word or figure in an image. Moreover, we seem to be tapping
into an abstract spatial representation that is tied to manual
processing, as opposed to a low-level (perhaps textual) repre-
sentation. We also replicated findings from Boiteau and
Almor (2016), showing that the spatial effect is absent in the
passive voice as opposed to the active, which has consistently
shown a left-hand (or left-side) agent advantage. Interestingly,
we showed that this syntax–space effect is largely dependent
on the use of the hands, and that using another lateralized
motor effector (i.e., the feet) does not produce a spatial effect.
We also found that the MARC effect (in which negative re-
sponses are faster on the left side) are only present with man-
ual responses, and not feet. Finally, we found that for foot
responses, whereas no interaction with effector lateralization
occurred, there was an interaction between probe word and
grammatical voice, replicating the findings of Ferreira (2003),
who found agents to be more accessible in the mental model
following active sentences, and patients to be more accessible
following passives.

Regarding the primary finding from these experiments (i.e.,
a syntax–space effect for the hands but not the feet), this fur-
ther distinguishes this effect from a simple linguistic

Table 2 Fixed effects for the max model of false-probe responses

β Condition Coefficient Estimates t p

Est. Std. Error

β0 (Intercept) 6.773 0.022 302.068 <.001***

β1 Passive 0.0001 0.01 0.088 .93

β2 Right –0.002 0.01 –0.152 .879

β3 Hand –0.142 0.031 –4.564 <.001***

β4 Passive × Right –0.005 0.013 –0.334 .739

β5 Passive × Hand –0.004 0.013 –0.278 .781

β6 Right × Hand 0.015 0.013 1.156 .248

β7 Passive × Right × Hand 0.015 0.019 0.793 .428

The baseline level for the Voice factor is active, for Lateralization is left,
and for Effector is foot. *** p < .001

6 One might object that we have actually provided evidence for a temporal
interaction that incidentally activates a spatial representation similar to the
STEARC effect, mentioned in the introduction. Note, however, that Boiteau
and Almor (2016) found that position in the sentence is not what mainly drives
this effect, since the final word in the sentence (which should have a strong
rightward bias) showed no interaction with space. Along the same lines as this
temporal–spatial explanation, passive sentences should have, but did not, elicit
a stronger STEARC effect, because there is a larger temporal gap between the
patient and agent in these sentences than in active sentences.
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instantiation of the SNARC effect and other interactions be-
tween magnitude and space (Bueti & Walsh, 2009; Hubbard,
Piazza, Pinel, & Dehaene, 2005). Our findings (in conjunction
with those of Boiteau & Almor, 2016) show that the syntax–
space effect arises during left-hand responses. This raises the
possibility that the syntax–space effect is a result of neural
laterality, wherein the right hemisphere may be more sensitive
to spatial information than is the left (Zwaan & Yaxley, 2003),
and furthermore, that these representations are more easily
activated by manual responses than by other lateralized motor
effectors. However, this right-hemispheric hypothesis will
have to remain speculation, since we did not use a method
(such as neuroimaging or a divided visual field paradigm) that
could confirm this to be the case. Note also that this explana-
tion is somewhat at odds with the left-to-right advantage
(dubbed the Chatterjee effect) found with processing scenes,
which has been posited to be due to the left hemisphere’s
specialization for processing motion trajectories that move
from left to right (Chatterjee, 2001). This discrepancy sug-
gests either that the right-hemisphere-processing explanation
is incorrect or that the syntax–space and Chatterjee effects are
distinct phenomena.

One possible objection to our interpretation is that, on the
basis of the appearance of Fig. 2, our results could merely
reflect a floor effect on the right hand that masks what would
otherwise be a larger difference in RTs between responses to
agent and patient probes. Although the results of the present
study cannot rule out this objection, the results from our earlier
research challenge its viability. Notably, in certain
experiments Boiteau and Almor (2016) found the left hand

responding faster than the right; thus, right-hand responses
in tasks similar to the ones we used here do not generally show
a floor effect. One possible way to address this concern more
directly would be to test participants with different degrees of
handedness, and although we did include this variable in our
analyses (and found no effect of a participant’s Edinburgh
inventory score), we only tested right-handed participants. It
may be the case that testing a left-handed (and left-footed)
population would result in a different pattern of results, or
would at least go some way to address this critique.
However, separating participants on this variable might intro-
duce other confounds. For example, Annett (1992) found su-
perior performance of left-handed males over right-handed
males on the Rey–Osterrieth complex figure test, which taps
into visuospatial and motor processing. Given our interest in
spatial processing, this baseline difference in visuospatial and
motor processing could be problematic. More generally, ac-
cording to one theory of handedness (i.e., the right shift
theory; Annett, 2002), right-hemispheric (and, thus, left-
hand) performance weakens in right-handers during ontolog-
ical development, but a corresponding weakening of left-
hemispheric performance does not occur in left-handers.

Finally, our finding that a spatial effect exists for actives
and not passives suggests several different, though not neces-
sarily mutually exclusive, explanations: (1) Participants gen-
erate surface-structure (in which word order is important) and
deep-structure (in which word order is irrelevant) spatial sche-
mata with agents and patients to the left or right, which align
in the case of active sentences and mismatch in the case of
passives. (2) Syntactic (subject vs. object), not semantic (agent

Fig. 3 Graphical results of Experiments 1 and 2, showing the interaction between effector and lateralization for false-probe responses. Colored bars
represent SEs
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vs. patient), form receives the highest consideration in gener-
ating a spatial schema. (3) Processing passive sentences is
more left-lateralized neurally than is procesing of active
sentences (Mack et al., 2013). (4) The greater cognitive de-
mands of passive sentences prevent a spatial schema from
forming, suggesting that such schema formation is not a nec-
essary aspect of linguistic comprehension. Future studies will
have to tease apart these different possibilities.

It is also important to note that in our resultswe found another
example of how language and hand are connected: a MARC
effect (which so far has only been demonstrated with manual
responses; Nuerk et al., 2004; Roettger &Domahs, 2015) in the
handgroup,butnot in the footgroup.This is in starkcontrastwith
Schwarz and Müller (2006), who found equally large SNARC
effects on the hands and feet. One possible explanation for this
discrepancy could be tied to manual gesture, in which the hands
may be employed to provide a visual aid to the audience (and
perhaps even a spatial aid to the speaker) and to demarcate con-
trasting alternatives such as good and bad, right and wrong, or
even and odd. Indeed, people tend to gesture even when no au-
dience is present to read thevisual cues (e.g.,while talkingon the
phone). The MARC effect may thus arise out of, or at least be
reinforced by, the use of the hands in making such gestures.
Because the foot serves no such supportive role in language,
associations with space might then be purely manual-centric.
This same argument might also be applied to the syntax–space
effect. Pointing gestures and indications ofmotion trajectory are
used by signers and speakers alike to facilitate production and
comprehension (Emmorey,1999;Kalagher&Yu,2006;Liddell,
2003; McNeill & Pedelty, 1995; So et al., 2009). When a dis-
course contains multiple entities (such as an agent and a patient)
that need to be stored for subsequent reference, regions of the
brain involved in spatial processingmaybe recruited tomaintain
the discourse model (Almor, Smith, Bonhila, Fridriksson, &
Rorden, 2007; Boiteau, Bowers, Nair, & Almor, 2014). When
accessing such entities, manual motor effectors would in turn be
primed. From this perspective, the spatial representation gener-
ated in rightparietal cortexmightactuallyserveacommunicative
function,primingmanualgestureand thuscreatingavisuospatial
approximationofaverbaldescription.Alongsimilar lines,aswas
pointed out by one of the anonymous reviewers of our manu-
script, the sentences we used were only presented in the past
tense. Other researchers have found that the temporal reference
frame influences the types of gestures a speaker will produce
(e.g., Núñez, Cooperrider, Doan, &Wassmann, 2012). Thus, it
is possible that the temporal frame of our stimuli may have inci-
dentallycreatedashift inspatial focus,whichinturnproducedthe
results we saw, with reductions in left-hand performance to the
patient probes. This would also be a fruitful area for future re-
search, to help us better understand the nature of the spatial ref-
erence frame produced by comprehending transitive actions.

In conclusion, we found evidence for a spatial interaction
with transitive sentences that occurs only for the hands, not the

feet. Moreover, the feet seem especially indifferent to spatial–
linguistic interactions (i.e., no MARC effect). This is likely
related to the specific dual role that the hands play in manip-
ulating objects in space and gesturing during speech. On the
other hand, pedal responses do show sensitivity to well-
documented effects such as the accessibility of agents and
patients following active and passive sentences (Ferreira,
2003). This could reflect the existence of an amodal represen-
tation of the sentence in memory that includes semantic roles,
and thus affects processing independently of the modality of
the response. The discrepancy between these findings may
give us a clue as to how various language–space–hand inter-
actions may arise. Specifically, these interactions may be re-
lated to the larger difference in neuroanatomical space sepa-
rating the foot and mouth versus that separating the hand and
mouth (Hauk, Johnsrude, & Pulvermüller, 2004), in addition
to the many other hand–language connections that we men-
tioned in the introduction: the link between praxis and lan-
guage (e.g., Kobayashi & Ugawa, 2013), the facilitation
(Krauss, 1998) or interference (Rauscher, Krauss, & Chen,
1996) found between gesture and language, and the manual
actions of writing and texting (Corballis, 2011). These exam-
ples in conjunction with the findings from our study demon-
strate that, in contrast to the more general, and likely amodal,
representations associated with language comprehension,
right-lateralized manual representations and processes may
be specifically tied to the syntactic representation of the sen-
tence. Although the relative preservation of language abilities
following right-hemisphere damage shows that these process-
es are not critical for successful language processing, our find-
ings nevertheless suggest that such processes could play a role
in many unimpaired instances of language processing.
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