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Suppose that your child tests your baseball knowledge
with the following question: If Player A has a higher bat-
ting average than Player B for the first half of the season
and Player A has a higher batting average than Player B
for the second half of the season, who has a higher aver-
age overall? If, like most people, you quickly and smugly
answer “Player A, of course,” you (along with 93% of our
subjects) might be incorrect. As Table 1 illustrates, under
some circumstances, it is in fact quite possible for Player B
to have a higher average overall.

This example—that Player A does better in each half
but Player B does better overall—is a demonstration of
Simpson’s paradox (after Simpson, 1951; see Pearl, 2000,
for the history; example adapted from Paulos, 1988).
Note that this “paradox” has two necessary components.
Mathematically, it depends on the fact that the frequen-

cies of at bats for the players differ in the two halves; if the
frequencies were all equal, the problem could not arise
(see Spellman, 1996b, for a proof). Conceptually, we see
such examples as paradoxical when we are not sure
whether to look at the parts (each half ) or the whole
(overall season) when making our judgments. For this
baseball example, given all the statistics, one might want
to claim that Player B is a better hitter because one cannot
think of a reason that season half should be relevant to the
analysis. But what if you were told that, in the second half
of the season, a new kind of ball was introducedor that the
size of the strike zone was changed? In these versions, be-
cause one might think that the type of ball or the size of
the strike zone could affect performance, it might make
more sense to claim that Player A is better because he is
better under two different conditionsthat could be causally
relevant to performance. (The Appendix further describes
our baseball experiment.)

Simpson’s paradox is not a mere conjuring trick by a
clever experimenter; rather, it can arise unintentionally in
laboratory data or even in “real-world” contexts. For ex-
ample, Wainer (1986) reports that from 1980 to 1984, the
mean SAT score of white test takers rose 8 points (from
924 to 932) and the mean SAT score of nonwhite test tak-
ers rose 15 points (from 802 to 817). What was the mean
increase over all test takers? The statistically savvy reader
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will guess something around 9 10 points, adjusting for
the assumption that the number of white test takers is
greater than the number of nonwhite test takers. However,
the savviest reader will correctly say that there is not
enough evidence to determine the answer. In fact, the an-
swer is that the overall mean increased only 7 points (from
890 to 897). How can that be? From 1980 to 1984, the
proportion of white test takers decreased and that of non-
white test takers increased. As in the baseball example
above, the unequal numbers allow for the paradox: The
overall mean increase is less than the increase for each of
the groups that make up the overall number.

A better known real-world example is that of admis-
sions to the University of California, Berkeley. In the
1970s, Berkeley wanted to be sure it was not discrimi-
nating against female graduate school applicants.Despite
its concern, overall, a far greater percentage of women
than men were rejected; however, when admissions were
looked at department by department, there seemed to be
no discrepancy. The problem? Women tended to apply
disproportionately to departments with high rejection
rates (i.e., lots of applicants but few spots). (See Wald-
mann & Hagmayer, 1995, for a fuller description.) That
describes the mathematical problem and solution;but the
conceptualproblem of whether the information should be
considered at the department or the university-wide level
remains. In contrast to the baseball example, in which it
seems that we should aggregate and look at the overall
season’s average, here it seems that we should not aggre-
gate and, instead, should look at the department level. For
admissions, decisions are made at the department level,
so department is a factor that is causally relevant to the
outcome, whereas in our baseball example, season half
is not causally relevant. Thus, rather than have a rule of
whether to always (or never) aggregate, it seems that the
right approach is to disaggregate only on causally relevant
factors. (See Flexser, 1981, Hintzman, 1980, and Martin,
1981, for discussions relevant to the interpretationof con-
tingency tables containing psychological data.)

SIMPSON’S PARADOX AND
THE INTERPRETATION OF CAUSALITY

Simpson’s paradox has serious implications for our
understanding of the causes of events. For something to
be a “cause,” it is generally considered necessary, al-
though not sufficient, for its presence to change the prob-
ability of the effect by some amount. Usually, when we
talk about causes, we mean facilitatory causes—which

raise the probabilityof the effect. For example, we say that
smoking causes lung cancer (in part) because people who
smoke have a greater probability of getting lung cancer
than people who do not smoke. However, there are also
preventivecauses—for example, medications—which de-
crease the probability of an effect.

One way of characterizing the strength of a potential
cause of an effect is by using contingencies; some people
consider the DP contingency rule as the normative rule
for computing causal strength (see Cheng, 1997, for a re-
view and critique). Using the DP rule, one determines the
probabilityof the effect given the presence of the proposed
cause [P(E|C)] and the probability of the effect given the
absenceof the proposed cause [P(E|~C)]. The contingency
is then computed as follows:

DP = P(E|C) 2 P(E|~C).

The contingency is therefore bounded by 21 and 1.
As a numerical example, suppose that we wish to eval-

uate whether a particular blue liquid, advertised as a plant
fertilizer, indeed causes plants to bloom. To do so, we
determine whether the effect (blooming) is more proba-
ble when given the liquid than when not given the liquid.
Suppose we have 40 identical plants. We pour the liquid
on 20 of our 40 plants and find that 10 out of 20 of the
treated plants bloom [P(E|C) = .50], but only 6 out of 20
of the untreated plants bloom [P(E|~C) = .30]. The con-
tingency (DP) is therefore .50 2 .30 = .20, and it seems
that the liquid is a weakly effective fertilizer.

Suppose, however, that there are two potential causes
of the plants’ blooming. For example, perhaps we use a
fertilizer, but some plants are in the sun and some are in
shade. Should that potential alternative cause affect our
DP evaluation of the causal efficacy of the blue fertil-
izer? In fact, some philosophers (e.g., Cartwright, 1979;
Salmon, 1984) and psychologists (e.g., Cheng, 1993,
1997) argue that, in cases of multiplepotentialcauses, DP
is not normative and is the wrong rule to apply. They have
suggested that when there are multiple potentialcauses of
an effect, one should assess causality for each cause con-
ditional on both the constant presence and constant ab-
sence of other potential causes (i.e., while controlling for
those other potential causes). Obviously, it is not possible
to ever know for certain that one has considered all alter-
native potential causes, but controlling for known alter-
native causes is a technique intentionally used by scien-
tists to reduce the probability of errors in attribution. In
fact, it seems that people (at least sometimes) know to do
that in everyday attributions. For example, if you were to
assert to a bunch of caffeine addicts that drinking coffee
must cause lung cancer because people who drink lots of
coffee get lung cancer more often than those who do not,
the coffee drinkers would quickly point out that perhaps
drinking coffee covaries with smoking, so it only looks
like coffee causes lung cancer, whereas it is really smok-
ing doing the causal work.

Mathematically, how is controlling for (or condition-
alizing on) alternative causes done? To return to the plant

Table 1
Illustration of Simpson’s Paradox in the Baseball Example

Batting Average

Player First Half Second Half Overall Season Average

A 4 for 10 (.400) 25 for 100 (.250) 29 for 110 (.264)
B 30 for 100(.300) 2 for 10 (.200) 32 for 110 (.291)

Note—Bold type indicates the higher average.



EVALUATING MULTIPLE CAUSES 195

example from above, suppose that half our plants are in
the sun and half are in the shade. We would like to eval-
uate the blue liquid regardless of location. According to
the previous paragraph, to find the causal efficacy of the
liquid, we should examine its effects both in the presence
and in the absence of the alternative cause, sunlight.Con-
sider the representation of frequencies shown in Figure 1.
The fraction in each cell represents the number of times
a plant blooms (numerator) over the number of times that
combination of causes existed (denominator). The un-
conditionalcontingency (DP) for the liquid can be found
by looking at the right-hand marginal and finding the
difference between the proportion of times plants bloom
when given the liquid (10/20) and the proportion of times
plants bloom when not given the liquid (6/20)—therefore,
as above, DP = .2. However, suppose we wish to control
for the sunlight and find the conditionalcontingenciesfor
the liquid on the basis of the presence or absence of sun-
light. When sunlight is present (left column), the differ-
ence between the proportion of times plants bloom when
given the liquid (10/15 = .67) and the proportion of times
plants bloom when not given the liquid (4/5 = .80) reveals
a conditional contingency of 2.13. When sunlight is ab-
sent (right column), the difference between the propor-
tion of times plants bloom when given the liquid (0/5 =
0) and the proportion of times plants bloom when not
given the liquid (2/15 = .13) again reveals a conditional
contingency of 2.13.1 So, when we control for the alter-
native cause, the liquid looks like a preventive cause—it
makes plants less likely to bloom. The marginals make it
look as if the liquid is having an effect, because of the way

in which the application of the liquid covaries with the
presence of the alternative cause (i.e., because there are
more events in the upper left and lower right cells). Once
again, we see the possibility of Simpson’s paradox, this
time in a causal context: Does the blue liquid, in fact,
cause plants to bloom?

Although mathematically, the paradox is evident (un-
conditionalcontingency= .20, conditionalcontingency=
2.13), conceptually, this example does not feel much
like a paradox; the alternative cause seems causally rel-
evant, and we are not happy that our fertilized plants are
blooming less in both sun and shade. Therefore, despite
the positive unconditional contingency,we would ask for
our money back on this so-called fertilizer.

Simpson’s Paradox: The Mathematical
Problem of Differing Base Rates

Would we expect people to be able to do this complex
conditionalization when they are evaluating information?

Base rates of single events. Note that in order to rec-
ognize a Simpson’s paradox, one has to be sensitive to
base rates—the frequency of occurrence of events—when
making statistical judgments. In the last 20 years, two
different sets of results and perspectives seem relevant
to the question of whether we would expect people to be
sensitive to the frequency of occurrence of events. On the
one hand, the literature on frequency judgments suggests
that people are good at estimating the frequencies of the
occurrence of events and that such information is auto-
matically encoded (e.g., Hasher & Zacks, 1984). On the
other hand, the heuristics and biases literature has doc-

Figure 1. How to compute unconditional and conditional contingencies for the blue liq-
uid in the example in the text. In this case, these contingencies are not equal, setting up
the mathematical prerequisite for Simpson’s paradox.
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umented many failures of people to use base rates in their
reasoning (e.g., Tversky & Kahneman, 1974). Thus, it
may seem that although frequency information is ac-
quired, it is not often used. In his review of the base rate
literature, Koehler (1996) discusses how this problem is
(partially) resolved: Base rate neglect shows up most
strongly when the information is embedded in a story in-
volving statistics; however, when humans are asked to
make judgments on the basis of presentation of trial-by-
trial information (i.e., shown individualcases, rather than
reading complete stories involvingstatistics), there is less
(or no) base rate neglect (e.g., Gigerenzer, Hell, & Blank,
1988). Also (and relevant to the present studies), Koehler
notes that subjects are more sensitive to base rates within
causal than within noncausal cover stories (Spellman,
1996c; Tversky & Kahneman, 1982).

Two known potential causes. Of course, problems in-
volving Simpson’s paradox involve more than just keep-
ing track of the frequencies of single events; what is also
important is keeping track of the covariationbetween each
of the causes and the effect and, possibly, the covariation
of the causes with each other.

People have demonstrated the ability to use such co-
variation information and to conditionalize on alternative
causes. For example, Spellman (1996a) asked subjects to
view trial-by-trial presentations of neither, one, or both
of two fertilizers (blue and red) being poured onto plants.
The subjects’ task was to judge how effective the fertil-
izers were. In the three conditions of Experiment 1, the
blue liquid’s unconditional contingency was 0, but the
conditional contingency varied downward across condi-
tions: Condition 1, .33; Condition 2, 0; and Condition 3,
2.33. In accordance with the predictions of a conditional
contingencyanalysis, subjects’ causal ratings for the blue
liquid decreased across those conditions. In the three
conditions of Experiment 2, the unconditional contin-
gency for the red liquid was different in all conditions—
Condition 4, .5; Condition 5, 0; and Condition 6, 2.5—
but its conditionalcontingencywas 0 in all conditions. In
this set-up, causal ratings for the red liquid did not vary
across conditions, again in accordance with the predic-
tions of a conditional contingency analysis.

In fact, the data from several articles that claimed to
show that people were poor reasoners because they devi-
ated far from DP when reasoning about multiple causes
of effects (e.g., Baker, Mercier, Vallée-Tourangeau,Frank,
& Pan, 1993; Chapman, 1991; Chapman & Robbins,
1990; Price & Yates, 1993, 1995) can be reanalyzed to
show that people seem to be using the “smarter” condi-
tional contingency strategy (Cheng, 1993; Melz, Cheng,
Holyoak, & Waldmann, 1993;Shanks, 1993, 1995; Spell-
man, 1993, 1996a, 1996b).

All of the above involve cases in which the causes are
known. However, obviously, in a world filled with an in-
finity of potentialcauses and causal combinations,it is not
possible to keep track of all that information for all pos-
sible potentialcauses. So, when is conditionalizationlikely
to occur?

Simpson’s Paradox: The Conceptual Problem of
Whether Conditionalization Is Appropriate

Two different lines of research address the question of
when we conditionalize and what we conditionalize on.

Schaller and colleagues (Schaller, 1992a, 1992b;
Schaller & O’ Brien, 1992) have investigated the use of
something akin to conditionalization—what he calls “in-
tuitive analysis of covariance”—in tasks that do not in-
volve causal reasoning. For instance, in a study that is
reminiscent of our baseball example, subjects were pre-
sented with information about the racquetball prowess of
two potential doubles partners. Player 1 performs better
than Player 2 in both League A (1 wins 20/80, 2 wins 0/20)
and League B (1 wins 20/20, 2 wins 60/80). However,
Player 2 shows better overall performance (total wins of
40/100 vs. 60/100). The subjects were asked to rate which
player was better; the answer depended on whether league
was taken into account. In studies like this one, Schaller
has shown that whether subjects covary out a factor when
making ratings may depend on motivation, sample size,
perceived relevance of the alternative factor, instructions,
and time available to process information.

Waldmann and Hagmayer (1995) used a causal cover
story to examine conditionalization. Subjects had a list
of 80 pieces of information about the potential causes of
an effect in front of them (e.g., type of plant, whether it
was watered, whether it grew). When rating whether wa-
tering helped the plants to grow, the subjects were more
likely to take type of plant into account when (1) given a
hint by the experimenter that type of plant might matter
or (2) the information was grouped by plant type (thus
making either the factor or the pattern of results more ob-
vious to the subjects).

THE PRESENT RESEARCH
General Method

The present experiments add several new pieces to our under-
standing of Simpson’s paradox. Because all three experiments used
similar cover stories and contingencies, we will first describe the
similarities before describing the particulars of each experiment.

The experiments involved causal cover stories, in which people
might need to judge the causal eff icacy of one cause conditional on
the presence or absence of another cause. In these experiments, sub-
jects learned about two potential causes of plants’ blooming:
(1) treatment with a blue liquid that might be a fertilizer and
(2) being planted in a pot that has a star emblem on it. Exactly how
the star emblem could affect the plant was not obvious to the sub-
jects until explained; that is, the subjects had no preexisting knowl-
edge or theory about how the emblem could affect the plants. In
these experiments, some subjects were told that the emblems are
part of a mechanism that extends inside the flowerpot to inject the
soil with a fine mist that might be a fertilizer, whereas other sub-
jects were told nothing about the emblems. The subjects received the
following information about each of 80 plants: whether it is treated
with the liquid, whether it is in a star pot, and whether it blooms.
The subjects then made several kinds of judgments, including
causal eff icacy ratings for how the liquid and the emblem affect
blooming and confidence ratings on those efficacy judgments.

In Experiment 1, we examined whether subjects conditionalize
their causal efficacy judgments when the information is provided in
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a summary table format. Such a format allowed us to present sub-
jects either with all of the conditionalized information (as is usually
done) or with only marginal information (a new method). The full-
table presentation allowed us to examine whether subjects condi-
tionalize; the marginals-only presentation allowed us to examine
whether subjects implicitly or explicitly know that they need the
conditional information in order to make good causal judgments.

Experiments 2 and 3 switched to trial-by-trial presentations of
information. In Experiment 2, we evaluated whether people condi-
tionalize the efficacy of the liquid on the star emblem—an odd, but
plausible, alternative cause. In Experiment 3, we looked at the same
information presented under different cover stories—either ex-
plaining the star emblem mechanism or not. We asked whether a
top-down theory of how the star emblem might be causally related
to blooming is necessary for conditionalization or whether subjects
who had no top-down theory might still become aware of the effect
of the star emblem and then conditionalize their contingency judg-
ments for the blue liquid on it.

In our experiments, we had a baseline , or equal, condition, in
which some subjects learned information with the same uncondi-
tional contingencies and the same marginal information as in the
experimental (i.e., Simpson’s paradox) condition. In the equal con-
dition, the frequency of events in the four cells was equal, and the
unconditional and conditional contingencies were equal, so there
could not be a paradox. This condition tells us what subjects do with
the information when there is no need to conditionalize. We can
compare the equal condition to what subjects do when conditional-
ization is a possibility, to see how much conditionalizing is occur-
ring. In addition, in all the experiments, the subjects made judg-
ments on a rating scale that went from 2100 (strong negative
cause) to 0 (noncausal ) to +100 (strong positive cause), thus par-
alleling the 21 to 0 to 1 contingency measure. Unlike previous re-
search, which often used relative ratings, we can use this scale to
(1) compare causal ratings with the suggested “normative” stan-
dards (i.e., unconditional and conditional DP) and (2) compare
causal ratings across experiments. We also had subjects make con-
fidence judgments on their causal ratings, to discover whether they
were sensitive to the quality of the information they were getting.

In Experiments 2 and 3, the subjects made trial-by-trial predic-
tions of whether they thought the plant would bloom before getting
feedback about whether it actually did. This technique, analogous
to that used in many category-learning experiments, may lead to
better encoding of the information than merely watching the pre-
sentation of covariation information. The two trial-by-trial experi-
ments also had an additional dependent measure: Subjects made
predictions about how the potential causes would affect future plant
blooming. From these predictions we can get a non-rating-scale
measure of their subjective derived contingency .

EXPERIMENT 1
The Importance of Covariation Information:

Do Subjects Know They Need to Conditionalize?

Experiment 1 was designed to address the following
four questions, using a summary table format. Will sub-
jects use unconditional or conditional contingencies in
judging the efficacy of one potential cause (the blue liq-
uid) when given an odd, but plausible, alternative causal
mechanism? Will subjects’ judgments, on a 2100 to 100
scale (where 0 is noncausal) reflect the normative con-
tingencies?Will subjects’ confidence in their judgments
differ depending on whether (1) the unconditional and
conditional contingencies are equal and (2) whether they

have information about how the causes covary? Do sub-
jects know that they need information about how causes
covary with each other before they can assess the causal
efficacy of each?

To determine whether subjects would conditionalize,
all the subjects read the same cover story about the blue
liquid and star emblem possibly acting as fertilizers. They
saw a table describing the relation between the causes
and the effect. Mathematically, what remained constant
across conditions were the marginal totals in the tables
and, therefore, the unconditional contingencyfor the liq-
uid.2 (The unconditional contingency for the liquid was
always .20; see Figure 2.) What varied between subjects
was the information in the cells of the tables and, there-
fore, the conditional contingency for the liquid. In the
equal condition, the liquidwas clearly a fertilizer; both the
unconditionaland the conditionalcontingencieswere .20.
In the Simpson’s paradox condition,however, whether the
liquid should be viewed as a fertilizer dependson whether
or not its efficacy is conditionalized on the star emblem.
Overall (i.e., according to the marginals), it seems that
the liquid helps blooming and that DP = .20 (as in the
equal condition). But when the efficacy of the liquid is
conditionalizedon the presence or absence of the star em-
blem, it can be seen that the liquid actually decreases the
probability of blooming and that the conditional DP =
2.13. (The same information was used in the example
presented in the text.)

To address the question of whether subjects know that
they need information about how causes covary with each
other, we created a third condition, called the marginals-
only condition. In the equal and Simpson’s paradox con-
ditions, the subjects received information about how
often the plant bloomed given each combination of treat-
ments. For example, in the equal condition, they were
told that of the 80 plants, 16 of the 20 that were in the star
pots and got blue liquid bloomed, 4 of the 20 that were
in plain pots and got blue liquid bloomed, and so forth.
However, in the marginals-only condition, the subjects
were given information only about one treatment at a
time and were not given the combination information.
For example, they were told that 20 of the 40 plants that
got blue liquid bloomed (some were in star pots, and oth-
ers were not), 28 of the 40 plants that were in the star pots
bloomed (some got blue liquid, whereas others did not),
and so forth. Thus, they do not have the informationabout
whether the causes covary with each other.

By not providing cell information, we could find out
various things. First, we could examine the causal rat-
ings that the subjects would make when they were lack-
ing the cell information. Without that information, the
conditional contingency could not be determined. In the
baseball example, it seemed as if the subjects just assumed
that the cell frequencies (i.e., the base rates) were equal.
Would subjects do so with this unfamiliar cover story? If
they were to assume equal frequencies, the unconditional
and conditional contingencies would be equal (and iden-
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tical to those in the equal condition).Thus, we would ex-
pect causal ratings in the marginal-only condition to be
similar to those in the equal condition.

Second, we could determine whether subjects would
know that they needed the cell information to make an ac-
curate judgment. That knowledge could reveal itself in ei-
ther (or both) of two ways. One would be in the confidence
ratings that the subjects made about their efficacy judg-
ments. If the subjects were less confident in the marginals-
only condition than in the other two conditions, that would
reflect that, at least implicitly, subjects knew that they
needed more data to make the efficacy judgments.The sec-
ond would be in their answers to a question following the
confidence judgment that asked whether there was any-
thing they would like to know that would make them more
confident in their judgments. If the subjects were to state
that they wanted information about how the causes act in
combination, that would reflect explicit knowledge that
they needed more data to make the efficacy judgments.

Method
Subjects

The subjects were 66 University of Texas undergraduates who
participated in partial fulfillment of an introductory psychology
course requirement. The subjects were tested in small groups of
varying sizes. Each subject received a booklet containing this ex-
periment along with other short reasoning tasks. They were en-
couraged to take as much time as they needed to answer all questions.

Design
The subjects were randomly assigned to one of three conditions:

equal (n = 24), Simpson’s paradox (n = 21), and marginals-only (n =
21). In all the conditions, the unconditional contingency for the blue
liquid was .20. In the equal condition, the conditional contingency
for the blue liquid was also .20; in the Simpson’s paradox condi-
tion, the conditional contingency was 2.13; in the marginals-only
condition, the conditional contingency could not be determined
(see Figure 2).

The contingencies for the star emblem remained fairly equal
across conditions. In all the conditions, the unconditional contin-
gency for the star emblem was .60. In the equal condition, its con-
ditional contingency was also .60; in the Simpson’s paradox condi-
tion, its conditional contingency was .67; in the marginals-only
condition, its conditional contingency could not be determined (see
Figure 2).

Materials
The subjects read the following story:

Imagine that while looking though the garage of the house you have
just rented, you find some very interesting-looking containers of liquid.
Your landlady tells you that some of them are very expensive plant-
treatment liquids and some of them are just colored water. Of the plant-
treatment liquids, she remembers that some of them are flower-growth
stimulators (fertilizers) and some are flower-growth inhibitors (weed
killers) and that the liquids came in various strengths—but she does not
remember which liquid is which. She does want you to find out, how-
ever, and is willing to reduce your rent if you can figure it out.

The landlady has a bunch of plants in her greenhouse on which she has
poured the BLUE liquid. However, you should note that some of the
plants are in special STAR pots. STAR pots have a built-in mechanism

Figure 2. The cell information and the unconditional and conditional contingencies for the marginals-only, equal,
and Simpson’s paradox conditions used in all of the experiments.
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(in the shape of a star) that automatically releases chemicals to the
plants at regular intervals. Here is what happened to her plants.

The subjects were then given a summary table of the treatments and
outcome (blooming), with information about 80 plants (i.e., double
the information in Figure 2).

Equal condition . The subjects learned about blooming in all
possible treatment combinations:

20 were in the STAR pots and got BLUE liquid. 16 bloomed.

20 were in plain pots and got BLUE liquid. 4 bloomed.

20 were in STAR pots and did not get blue liquid. 12 bloomed.

20 were in plain pots and did not get blue liquid. 0 bloomed.

Simpson’s paradox condition . The subjects learned about
blooming in all possible treatment combinations:

30 were in the STAR pots and got BLUE liquid. 20 bloomed.

10 were in plain pots and got BLUE liquid. 0 bloomed.

10 were in STAR pots and did not get blue liquid. 8 bloomed.

30 were in plain pots and did not get blue liquid. 4 bloomed.

Marginals-only condition . The subjects learned about bloom-
ing for each potential cause separately and were not given infor-
mation about treatment combinations:

40 got BLUE liquid (some were in STAR pots and others were not).
20 bloomed.

40 did not get blue liquid (some were in STAR pots and others were
not). 12 bloomed.

40 were in the STAR pots (some got BLUE liquid while others did not).
28 bloomed.

40 were in plain pots (some got BLUE liquid while others did not).
4 bloomed.

After reading the story and the outcome, the subjects made three
types of judgments. First, they rated the effectiveness of the liquid
and the emblem on a scale from 2100 to 100, in which negative num-
bers indicated that the liquid was a flower growth inhibitor (making
the plant less likely to bloom), zero meant that it had no effect (col-
ored water), and positive numbers meant that it was a flower growth
stimulator (making the plant more likely to bloom). Then, they
made confidence ratings on their efficacy judgments for the liquid
and emblem from 0 (no confidence ) to 10 (total confidence ). Fi-
nally, they were asked if there was anything they would like to know
that would make them more conf ident in their judgments.

Results and Discussion
Three subjects, all in the equal condition, used the rat-

ing scales incorrectly and were excluded from the analyses.

Efficacy Ratings
For the blue liquid, the subjects’ mean ratings differed

across conditions, as is shown in Table 2. The first ques-
tion is whether subjects conditionalized their ratings of
the blue liquid on the star emblem when the conditional-
izing information was available. They did. The mean rat-
ing for the blue liquid in the equal condition (M = 29.9)
was positive and was significantly higher than the nega-
tive mean rating in the Simpson’s paradox condition
[M = 28.6; t (40) = 2.98, p , .005]. In the Simpson’s
paradox condition, the rating was also significantly lower

than the actual value for its unconditional contingency
[times 100; t (20) = 2.45, p , .05], but did not signifi-
cantly differ from the actual value for its conditionalcon-
tingency [times 100; t (20) = 1.79, p . .08]. In the equal
condition, the rating did not differ from its actual un/con-
ditional contingency [t (20) , 1].

The second question is how the subjects gave ratings
when they had only the marginal information. In this con-
dition, the mean causal strength rating (M = 21.9) did not
differ from that for the equal condition [t (40) , 1]. Nor
did the ratings in the marginal condition differ from
.20—the unconditional contingency value for this condi-
tion [t (20) , 1]. The Simpson’s paradox conditiondemon-
strates that, with this cover story, subjects will use con-
ditional rather than unconditional frequencies. What the
mean rating of 21.9 suggests is that in the absence of cell
information, subjects make the assumption that the cells
all have equal frequency of occurrence. Given just the mar-
ginal information, plus the assumption that all the cells
have equal frequencies, subjects can extract conditional
contingencies—which, under such a procedure, would be
equal to the unconditional contingency.3

The subjects’ ratings for the star emblem were very
similar across conditions. Mean causal strength ratings
did not significantly differ across the equal (M = 65.0),
Simpson’s paradox (M = 69.5), and marginals-only (M =
50.7) conditions, as was indicated by an omnibus F test
[F(2,60) = 1.32, n.s.]. Because the unconditional and
conditional contingencies for the star emblem were kept
(nearly) constant across conditions,no difference in ratings
was predicted.4 None of these ratings was significantly
different from either their unconditional or their condi-
tional (when determinable) contingency (all ps . .20).

Thus, the subjects appeared to be conditionalizing on
alternative causes, and their rating scale data were quite
close to the actual conditional contingencies.

Confidence Ratings and Information Requested
The confidence ratings were designed to get at two

questionsabout the relation between information and con-
fidence.

First, we found that confidence was lower when there
was a discrepancy between the unconditional and the
conditional contingencies. When comparing the equal
and the Simpson’s paradox conditions for the blue liquid,
the subjects were significantly less confident in the Simp-
son’s paradox condition (M = 5.6), in which there was a
big discrepancy between the unconditionaland the condi-
tional contingencies,than in the equal condition (M = 7.2),
in which those contingencieswere equal [t(40) = 2.14, p ,
.05]. For the star emblem, there was no difference in the
subjects’ confidence between the Simpson’s paradox (M =
7.5) and the equal (M = 7.4) conditions [t (40) , 1]. Note
that for the star emblem, unlike for the blue liquid, the un-
conditionaland the conditionalcontingencieswere nearly
equal. Thus, although the subjects in the Simpson’s para-
dox condition did use the conditional contingency when
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there was a discrepancy, they were less confident in those
judgments than they were when there was no such dis-
crepancy.

Second, we found that the subjects in the marginal-
only conditionwere less confident of their judgments than
were the subjects in the equal condition. The confidence

judgments were an implicit measure of that belief, and the
information question was an explicit measure of that be-
lief. For both the blue liquid (M = 5.5) and the star emblem
(M = 5.3), the subjects were significantly less confident
in the marginals-onlyconditionthan in the equal condition
[t (40) = 2.74, p , .01, and t (40) = 3.0, p , .005, respec-

Table 2
Contingencies and Results From Experiments 1–3

Condition

Marginals Simpson’s Paradox Simpson’s Paradox Simpson’s Paradox
Only Equal (Tell) (Look) (No Information)

Blue Liquid
Contingencies

Unconditional .20 .20 .20 .20 .20
Conditional ? .20 2.13 2.13 2.13

Experiment 1 (table)
Ratings

Mean 21.9* 29.9* 28.6†
SE 10.2 5.5 11.7

Confidence 5.5* 7.2† 5.6*
Experiment 2 (trials)

Ratings
Mean 20.6* 28.0†
SE 4.8 5.6

Confidence 6.5 6.6
Derived contingency

Mean 11.7* 22.8†
SE 4.2 4.3

Experiment 3 (trials)
Ratings

Mean 212.5* 8.7† 22.4†
SE 5.1 3.8 6.0

Confidence 6.6 6.2 5.7
Derived contingency

Mean 25.5* 4.3*† 12.9†
SE 4.0 2.5 5.2

Star Emblem
Contingencies

Unconditional .60 .60 .60 .60 .60
Conditional ? .60 .67 .67 .67

Experiment 1 (table)
Ratings

Mean 50.7 65.0 69.5
SE 10.6 4.0 9.5

Confidence 5.3* 7.4† 7.5†
Experiment 2 (trials)

Ratings
Mean 61.6 57.8
SE 7.4 8.6

Confidence 7.0 7.1
Derived contingency

Mean 42.7 43.9
SE 5.9 6.1

Experiment 3 (trials)
Ratings

Mean 65.0* 47.9*† 37.4†
SE 6.5 6.2 8.0

Confidence 7.5* 5.7† 5.8†
Derived contingency

Mean 53.7* 45.4* 15.9†
SE 5.1 5.6 6.1

Note—Different superscripts in a row denote significantly different results.
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tively]. In addition, 33% of the subjects in the marginals-
only condition requested cell information in their com-
ments.

Therefore, many subjects seem to be aware of the ne-
cessity for information about how the causes covary with
each other in order to make a good causal judgment. For
both causes, the subjects were less confident when given
only marginal information, indicating that implicitly they
were aware that the quality of the information was poor.
The request for information indicates that at least one
third of the subjects were explicitlyaware of that problem.

EXPERIMENT 2
Simpson’s Paradox With

Trial-by-Trial Information

In Experiment 1, the subjects used conditional contin-
gencies when evaluating information presented in a sum-
mary table format. Experiment 2 used the same cover
stories and contingencies as Experiment 1 but presented
the information in a trial-by-trial manner. We eliminated
the marginals-only conditionand added a new judgment,
called derived contingencies.

There are reasons to believe that subjects might not be
as good at the trial-by-trial version of the task as on the
summary table version of the task (e.g., Kao & Wasser-
man, 1993; Ward & Jenkins, 1965). One suggestion for
why that might be is that trial-by-trial presentationsplace
a higher memory load on subjects (Shaklee & Mims,
1982). That assumes, however, that the subject is using a
strategy of counting and remembering different kinds of
trials. Note two differences between those experiments
and the present one: (1) In the previous experiments, the
subjects judged the relation between one cause and one
effect; here, they judge the relation between two causes
and one effect; and (2) in the previous experiments, the
subjects were passive viewers of the stimuli; here, they
must make a prediction on each trial. Whereas the former
difference suggests that our task should be even more
difficult than trial-by-trial covariation tasks in previous
experiments, the latter difference suggests that subjects
might encode the covariation informationbetter in our task
(Koehler, 1996).

We were interested in many of the same questionsas in
Experiment 1, this time for a trial-by-trial presentation:
Would the subjects use unconditional or conditionalcon-
tingencies in judging the efficacy of the liquid fertilizer
when given an odd, but plausible, alternativecausal mech-
anism? Would their judgments on a 2100 to 100 scale
(where 0 is noncausal) reflect the contingencies? Would
the subjects’ confidence in their judgments differ depend-
ing on whether the unconditionaland the conditionalcon-
tingencies were equal?

We were also interested in whether subjects’ knowledge
of the causal efficacy of the blue liquid and star emblems
would be reflected in a dependent measure that should
more closely reflect the subjects’ frequency knowledge

and contingencybeliefs than do the rating scale (which is
not a direct measure of that knowledge). As was pointed
out by Price and Yates (1993), much research on contin-
gency judgments asks the subject to rate on a scale either
from 0 to 100 or from 2100 to 100 the effect of (or pre-
dictiveness of ) some variable on another variable. Such
ratings need not have any particular correspondence with
the actual contingencies used in the experiments. There-
fore, we decided to ask subjects to make judgments on
the basis of frequency information and to compute their
derived contingencies from those judgments. For exam-
ple, for the blue liquid, after making the efficacy rating,
the subjects were told to imagine that the liquidwas poured
on another100 plants and were asked how many plants out
of that 100 would bloom. They were then told to imagine
that the liquid was not poured on another 100 plants and
were asked how many plants out of that 100 would bloom.5
The derived contingencyis the difference between the sub-
jects’ responses to the liquid-present and the liquid-absent
questions.

Method
Subjects

The subjects were 45 University of Texas undergraduates who
participated in partial fulf illment of an introductory psychology
course requirement.

Design
The subjects were randomly assigned to one of two conditions:

equal or Simpson’s paradox. The contingencies for these conditions
were the same as those in Experiment 1 (see Figure 2).

Materials and Procedure
The subjects were run individually on computers.
Cover story . The cover story was identical to that in Experi-

ment 1. After reading the story, the subjects were told that they
would be using a scale to rate the blue liquid’s and star emblem’s ef-
fects on the plants; these scales were explained in detail in the in-
structions.

Trial-by-trial presentations . In each trial, the subjects saw a
picture of a plant in either a pot decorated with a star emblem or a
plain undecorated pot, with the liquid either being poured on the
plant or not being poured on the plant. At the bottom of the screen
was the question, “Do you think the plant will produce a flower?”
The subjects were given as much time as they needed to respond
with a yes or no keypress. The subjects were then given feedback
for 5 sec on the next screen, where the same plant was shown either
blooming or not blooming. A blocked randomization technique was
used for presenting the trial-by-trial information. Each of five
blocks consisted of 20% of the information from each cell given in
Figure 2, with order of presentation randomized within each block,
yielding a total of 40 trials across blocks. The same blocks, but with
new random presentation orders, were presented again after the ini-
tial ratings, for a total of 80 trials per experiment.

Efficacy and confidence ratings. After the initial 40 trials, the
subjects were asked to make a practice rating judging the efficacy
of the blue liquid and then give a confidence rating for the judgment.
They rated the blue liquid’s efficacy on a scale from 2100 to 100,
in which negative numbers indicated that the liquid was a flower
growth inhibitor (making the plant less likely to bloom), zero meant
that it had no effect (colored water), and positive numbers meant
that it was a flower growth stimulator (making the plant more likely
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to bloom). The confidence rating was made on a scale from 0 (no
confidence ) to 10 (complete confidence ) that the judgment was cor-
rect. After another set of 40 trials, the subjects were asked to give
an actual rating of the efficacy of the blue liquid and to give their
confidence rating again.

Derived contingencies . After the final rating of the efficacy of
the blue liquid, the subjects were told to imagine that the blue liq-
uid was poured on another 100 plants and were asked how many
plants out of that 100 would bloom. They were then asked to sup-
pose that the blue liquid was not poured on another 100 plants and
were asked how many plants out of that 100 would bloom. The sub-
jects were told to assume for both predictions that the pots had the
same ratio of pots with star emblems to undecorated pots as in the
trial-by-trial presentations. Subtracting the subject’s response for
the liquid-absent situation from their response for the liquid-
present situation yields a derived contingency.

Judgments of the star emblem. After making the final judg-
ments for the blue liquid, the subjects were asked the analogous
questions about the star emblem. First, they judged the efficacy of
the star emblem and rated their conf idence in that judgment. Then,
subjects were asked derived contingency questions with respect to
100 pots with and 100 pots without the star emblem, assuming the
same ratio of liquid-given to no-liquid-given as in the trial-by-trial
presentations.

Results and Discussion
Data from 5 subjects, 2 from the equal condition and

3 from the Simpson’s paradox condition, were excluded
from the analyses because the subjects typed in numbers
outside the boundaries for the ratings scales. In each con-
dition, the judgments after 80 trials from the remaining
20 subjects were analyzed.

Efficacy Judgments
The subjects’ ratings for the blue liquid were signifi-

cantly different in the equal and Simpson’s paradox con-
ditions. In the equal condition, the mean was positive
(M = 20.6), whereas in the Simpson’s paradox condition,
the mean was negative [M = 28.0; t (38) = 3.86, p ,
.001]. Each of the means is quite close to (and not signif-
icantly different from) its actual conditionalcontingency,
as is shown in Table 2 [t (19) , 1] for each. Thus, it seems
that when judging the blue liquid, the subjects used con-
ditional rather than unconditional contingency informa-
tion in their ratings. They were willing to conditionalize
on the star emblem, a feature that might not be perceived
as causally relevant to plants blooming, when a causal
mechanism was provided.

The subjects’ ratings for the star emblem in the equal
(M = 61.7) and Simpson’s paradox (M = 57.8) conditions
were not significantly different [t (38) , 1]. As in Exper-
iment 1, because the unconditional and conditional con-
tingencies for the star emblem were kept (nearly) constant
across conditions,no difference in ratings was predicted.
Again, neither of these ratings was significantly different
from either its unconditional or its conditional contin-
gency (all ps . .20).

Considering the equal and Simpson’s paradox condi-
tions, Experiment 2’s trial-by-trial format thus replicates
Experiment 1’s summary table format in that subjects will
conditionalize their causality judgments of one cause on
another. As can be seen in Table 2, the ratings for the blue

liquid were very similar across the two experiments, and
all ratings were quite close to the appropriate conditional
contingency value.

Confidence Ratings
The subjects’ confidence ratings did not vary across

conditions for either the blue liquid or the star emblem
[both t (38) , 1]. Thus, despite the discrepancy between
the unconditionaland the conditionalcontingenciesfor the
blue liquid in the Simpson’s paradox condition, the sub-
jects were just as confidentof their judgmentsas they were
for the blue liquid in the equal condition,where there was no
such discrepancy. This result is different from that in Ex-
periment 1, in which the subjects were less confident in
judging the blue liquid in the Simpson’s paradox condition.

Derived Contingencies
The contingenciesderived from the subjects’ responses

followed the same pattern as the subjects’ ratings, al-
though they were smaller in magnitude. For the blue liq-
uid, the derived contingency was significantly higher in
the equal (M = 11.7) than in the Simpson’s paradox (M =
22.8) condition [t(38) = 2.41, p , .05]. For the star em-
blem, derived contingencies did not differ between the
equal (M = 42.7) and the Simpson’s paradox (M = 43.9)
conditions [t (38) , 1]. It appears that these derived con-
tingenciesmimic the actual conditionalcontingenciesand
the subjects’ ratings, although the derived contingencies
are less extreme. In fact, the ratings and derived contin-
gencies were significantly correlated [liquid, r(40) = .59,
p , .0001; emblem, r(40) = .33, p , .05]. We do not know
what effect making causal ratings first had on the later de-
rived contingency judgments. Nevertheless, we see that
the subjects conditionalized not only when using a rating
scale to judge the past, but also when making actual fre-
quency predictions of the future.

EXPERIMENT 3
Top-Down Versus Bottom-Up

Reasons for Conditionalization

The previous experiments demonstrate that subjects
will conditionalize their judgments of the blue liquid (a
typical cause of blooming) on the presence or absence of
the star emblem (an odd but plausiblecause of blooming)
when provided with an explanation of how the star em-
blem could work. In Experiment 3, we withheld the ex-
planation of the star emblem’s mechanism from some of
the subjects (the no-informationcondition).The question
was whether subjects without the mechanism information
would conditionalize their judgments on the emblem (an
implausible cause of blooming).

There were several possible outcomes. One possibility
was that subjects in the no-information condition would
not conditionalize at all, because a causal mechanism is
necessary for conditionalization.Proponents of the mech-
anism view of causal reasoninghave argued that knowledge
of an underlyingcausal mechanism—that is, an understand-
ingof how a causemightproducean effect—is necessary for
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people to infer a causal relation from a covariation (Ahn,
Kalish,Medin,& Gelman, 1995;Bullock,Gelman, & Bail-
largeon, 1982). If subjects in the no-information condition
know of no causal mechanism to explain the covariation be-
tween the emblem and blooming, they should not consider
that relation as causal. Without such a reason to believe that
the emblem might be relevant to blooming,subjects will see
only the unconditionalcontingencybetween the liquid and
the blooming (and so will behave like the subjects in the
equal condition in Experiment 2).

A second possibility was that subjects in the no-
informationconditionwould fully conditionalizeon the star
emblem even without any causal theory (and so would be-
have like the subjects in the Simpson’s paradox conditionof
Experiment 2). This possibility was unlikely, given the re-
sults of Waldmann and Hagmayer (1995), which showed
that providing subjects with a causal theory increased con-
ditionalization,6 and of White (1995), which showed that
prior beliefs about the causal powerof a factor can affect the
interpretationof covariation information.7

A third possibility was that, during the course of the
experiment, (at least some) subjects might learn purely
bottom-up that the emblem was causally related to
blooming and then conditionalize on it. We could assess
that learning in several ways. First, we could determine
whether the subjects in the no-information conditionrated
the emblem as having any effect at all; giving the emblem
an efficacy rating above zero would indicate learning of
the covariation.Second, we could see whether those sub-
jects then conditionalized their efficacy judgments of the
liquid on the emblem. Third, we could explicitly ask the
subjects whether they noticed any relation between the
emblem and blooming.

Method
Subjects

The subjects were 62 University of Texas undergraduates who
participated in partial fulfillment of an introductory psychology
course requirement.

Design
The subjects were randomly assigned to one of three conditions,

which differed only in how much information was given to the sub-
jects about the star emblem: tell, look, or no-information. All the
conditions used the same contingencies— those from the Simpson’s
paradox conditions of the previous experiments. The tell condition’ s
cover story was identical to the cover story of Experiment 2: The
subjects were told about the star emblem’s mechanism and that they
would have to figure out how both the blue liquid and the star em-
blem affected the plants. The subjects in the tell condition were in-
formed that they would use the rating scales to indicate the efficacy
of both the liquid and the emblem. In the look condition, the sub-
jects were simply told that some pots were decorated with the em-
blem and some were not. In the no-information condition, the sub-
jects were told nothing about the emblem; it was not mentioned at
all in the instructions. In these latter two conditions, the subjects
were instructed that they would be using the rating scale for the liq-
uid, but rating the emblem was not mentioned.

Materials and Procedure
The materials and procedures were identical to those in Experi-

ment 2.

Cover stories . In all the conditions (tell, look, and no-information) ,
the subjects were given the same general instructions and cover story
as those in Experiment 2. As described above, the conditions dif-
fered only in the amount of information given to the subjects about
the star emblem.

Efficacy and confidence ratings. The efficacy and conf idence
ratings were identical to those in Experiment 2.

Free response booklet. After f inishing the computer portion of
the experiment, the subjects filled out a short questionnaire that
asked them what strategy they had used to decide whether to respond
yes or no to each trial. The subjects in the look and no-information
conditions were then asked if they had noticed any relation between
the star emblem and whether the plant bloomed. If they indicated
that they believed the star emblem was related to flower blooming,
they were asked to elaborate on how they thought it affected the
plant and when during the experiment they had noticed this relation.

Results and Discussion

Two subjects, one in the look condition and one in the
no-information condition, used the rating scales incor-
rectly and were excluded from the analyses. In each con-
dition, the judgments after 80 trials from the remaining
20 subjects were analyzed.

Efficacy Ratings
Blue liquid. The subjects’ causal ratings of the blue

liquid, shown in Table 2, decreased linearly according to
how much information the subjects had about the star
emblem—from the no-information condition (M = 22.4)
to the look condition (M = 8.7) to the tell condition (M =
212.5)—as is indicated by a linear trend analysis
[F(1,57) = 23.70, p , .0001]. An omnibus F test showed
an overall difference among the conditions [F(2,57) =
12.03, p , .0001]; a Fisher’s PLSD revealed that the tell
conditionsignificantlydiffered from both the look and the
no-information conditions. The tell condition therefore
replicates the Simpson’s paradox condition in the previ-
ous experiments,with ratings close to the conditionalcon-
tingency. Importantly, the mean rating in the tell condition
did not significantly differ from the conditional contin-
gency [t (19) , 1], and it was significantly less than the
unconditional contingency [t (19) = 6.38, p , .0001]. In
the no-information condition, the rating is quite close to
the blue liquid’s unconditional contingency [t (19) , 1]
(and to the rating in the equal conditionof Experiment 2)
and much greater than the blue liquid’s conditional con-
tingency[t (19) = 5.86, p , .0001]. Thus, because the sub-
jects in this conditiondid not have a reason to believe that
the star emblem was causal, they did not conditionalizethe
blue liquid’s causal efficacy on it.

Star emblem. Although both the conditional and the
unconditional contingencies for the star emblem were
identical across the three conditions, the subjects’ causal
ratings increased linearly as the subjects had more infor-
mation about the star emblem—from the no-information
condition (M = 37.4) to the look condition (M = 47.9) to
the tell condition (M = 65.0), as is indicated by a linear
trend analysis [F(1,57) = 7.97, p , .01]. An omnibus
F test revealed an overall difference among the condi-
tions [F(2,57) = 4.06, p , .05]; a Fisher’s PLSD showed
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that the tell condition differed significantly from the no-
information condition.

Again, the tell condition replicates the Simpson’s para-
dox condition in the previous experiments. The ratings in
the other two conditionsare less than those in the tell con-
dition but greater than 0 [for the look condition, t (19) =
7.76, p , .0001; for the no-information condition, t (19) =
4.69, p , .001]. The ratings greater than 0 demonstrate
that the subjects learned the contingency between the
star emblem and the blooming despite not having a top-
down theory of a causal mechanism. The subjects in the
look condition knew to observe the star emblem and then
could begin to recognize its effect. The subjects in the no-
information condition would first need to notice the em-
blem and then notice that there was variation in the em-
blem’s presence, before they could begin accruing the
relevant covariation information.

Derived Contingencies
As in Experiment 2, the derived contingencies were

consistent with the subjects’ ratings, although the derived
values were less extreme in each case. For the blue liq-
uid, derived contingencies decreased linearly from the
no-information condition (M = 12.9) to the look condition
(M = 4.3) to the tell condition [M = 25.5; F(1,57) = 10.17,
p , .01]. Derived contingencies significantly differed
across conditions [F(2,57) = 5.09, p , .01]; a Fisher’s
PLSD revealed that the tell condition differed from the
no-informationcondition.For the star emblem, the derived
contingencies increased linearly from the no-information
condition (M = 15.9) to the look condition (M = 45.4) to
the tell condition [M = 53.7; F(1,57) = 22.83, p , .0001].
An omnibus F test indicated an overall difference among
the conditions [F(2,57) = 12.62, p , .0001]; a Fisher’s
PLSD showed that both the tell and the look conditions
significantly differed from the no-information condition.
Again, these judgmentswere significantlycorrelated with
the ratings [liquid, r(62) = .64, p , .001; emblem, r(62) =
.68, p , .001].

Confidence Ratings
For the blue liquid, the subjects’ confidence ratings in

the tell (M = 6.6), look (M = 6.2), and no-information

(M = 5.7) conditionsdid not significantlydiffer [F(2,57) ,
1]. However, for the star emblem, the subjects in the tell
condition were significantly more confident (M = 7.5)
than those in the look (M = 5.7) and no-information (M =
5.8) conditions [F(2,57) = 4.14, p , .05, then a Fisher’s
PLSD]. Thus, the subjects were more confident in judg-
ing the star emblem when they had an explanatory causal
mechanism (and, as a result, probably began accumulating
information about the cause’s efficacy from the begin-
ning of the experiment).

Questionnaires
The questionnaires allowed us to learn more about how

the subjects in the look and no-information conditions
made their causal judgments (see Table 3). In response to
the question of whether they had at any point noticed a
relation between whether the pot was decorated and
whether the flower bloomed, 19 out of 20 subjects in the
look condition said that they had noticed, but only 12 out
of the 20 subjects in the no-informationconditionsaid that
they had noticed.

Examining those no-information subjects further, we
see that for the star emblem, the mean rating for those
who reported noticing a relation was higher (M = 58.2)
than that for those who did not (M = 6.2); however, for the
blue liquid, the mean rating for those who reported notic-
ing a relation was lower (M = 17.7) than that for those who
did not (M = 29.4).The interaction is significant [F(1,18) =
25.5, p , .0001].

To break down the analysis even further, for the sub-
jects in the look and no-information conditions,we coded
subjects as to when they noticed the relation. Table 3
shows their responses. We then ran a correlation between
when they noticed the relation and their ratings for the
star emblem and the blue liquid. For purposes of this cor-
relational analysis, time of noticingwas coded as follows:
immediately = 1, during the first rating = 2, after the first
rating = 3, never = 4. For the star emblem, we found that
the earlier they caught on, the higher the rating [r(28) =
2.68, p , .0001]. For the blue liquid, we found that the
earlier they caught on, the lower the rating [r(28) = .40,
p , .05]. Thus, as the subjects noticed the star emblem
and accumulated information about it, their causal ratings
for it increased. At the same time, ratings for the blue liq-
uid decreased, suggesting that the subjects began to con-
ditionalize on the now-recognized alternative cause.

Summary of Experiment 3
Experiment 3 illustrates both sides of Simpson’s

paradox—that identical information may be interpreted
differently, depending on whether there is a reason to
conditionalize on an existing alternative potential cause.
In the tell condition, the subjects believed that the star
emblem provided an alternativecause of blooming; there-
fore, the blue liquid’s contingency was conditionalized
on it. In the no-information condition, there is support
from three different dependentvariables (ratings, derived
contingencies,and confidence) that at least some subjects

Table 3
Subjects’ Report of Whether and When They Noticed
a Relation Between the Star Emblem and Blooming

Condition

Look No-Information
Report (n = 20) (n = 20)

Did they notice?
Yes 19 12
No 1 8

When did they notice?
Immediately 8 4
During the first ratings 5 0
After the first ratings 1 1
Never 1 8
Did not respond 5 7
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did learn something about the star emblem’s causal effi-
cacy in a strictly bottom-up manner. Because, on average,
they did not believe the star emblem to be as causal as the
subjects in the tell conditiondid or, perhaps, because they
noticed the relation later and so did not have the same
amount of information about the covariation between the
two causes, the subjects in the no-information condition,
on average, conditionalized less on the star emblem and
judged the blue liquid to be more causal.

GENERAL DISCUSSION

In the case of two known potential causes of an effect,
people use conditional rather than unconditional contin-
gencies when evaluating the strength of those causes.
They do so even when the alternative cause is odd but in-
volves a plausible causal mechanism. This conclusion is
supported by data from all three experiments. In both
Experiments 1 and 2, causal ratings were higher for the
blue liquid in the equal than in the Simpson’s paradox
conditions; in Experiment 3, when the subjects knew of
the causal mechanism, we replicated the ratings for the
Simpson’s paradox conditions.These results suggest that
the subjects were computing contingencies for the blue
liquid while controlling for the potentialalternativecause.
Had the subjects been collectingmerely marginal (uncon-
ditional) information, the Simpson’s paradox and equal
conditions (and the marginals-only condition in Experi-
ment 1) would result in identical ratings. In addition to
finding a significant difference in the ratings between
the equal and the Simpson’s paradox conditions, we also
found that the subjects’ ratings on a 2100 to 100 scale
were not significantly different from the conditionalcon-
tingency (times 100) in those conditions. Derived con-
tingencies showed the same overall pattern, with attenu-
ated values.

The subjects showed conditionalization in both the
summary table and the trial-by-trial formats. Mathemat-
ically, conditionalization requires people to be sensitive
to and take into account the differing base rates in the
cells. Such information is easily available in the summary
table but needs to be extracted in the trial-by-trial format.
Experiments 2 and 3 (tell condition) demonstrate that
when subjects have a reason to believe that an event is
causal, they can extract this information over repeated
trials. The similarity in results between the two presen-
tation formats (and the closeness of the ratings to the ac-
tual conditional contingency) is somewhat surprising in
light of previous research demonstrating that causal judg-
ments for single causes and effects tend to be better (i.e.,
closer to DP) when information is presented in a sum-
mary table rather than trial by trial (Kao & Wasserman,
1993; Shaklee & Mims, 1982; Ward & Jenkins, 1965).
One might suppose that that difference would be exacer-
bated by the extra difficulty of keeping track of two causes
in our tasks. A possible reason for the surprising current
proficiency in the trial-by-trial task is that, rather than

passively viewing the stimuli (as in those three articles
cited above), subjectsmust make a predictionon each trial.
The prediction techniquehas long been used in category-
learning experiments (e.g., Medin & Schaffer, 1978) and
is now often used in human causal learning experiments
(e.g., Chapman & Robbins, 1990; Price & Yates, 1993).
However, whatever the reason, these experiments dem-
onstrate proficient conditionalization in a trial-by-trial
task.8

We have also demonstrated that subjects seem to be
both implicitly and explicitly aware that they need the
frequency information about the covariationbetween the
two causes to make causal judgments. In the summary
table format of Experiment 1, those subjects who were
given information only about the marginals were less con-
fident of their causal judgments than were the subjects
who got cell information; in addition, many subjects in
the marginals-only condition explicitly asked for the cell
information to be provided.

Therefore, in the case of two known or believed causes
of an effect, subjects resolve apparent Simpson’s paradoxes
by (1) mathematically taking into account the differing
base rates and (2) conceptually choosing to use the con-
ditional rather than the unconditional contingency.

However, as Experiment 3 shows, judgments of causal
strength are not always conditionalized on all covarying
events. Rather, people only conditionalize when they
have a reason to believe that a factor may be causally rel-
evant to the effect; however, that reason may be a top-
down causal theory or the bottom-up recognitionof a co-
variation. In the tell condition in Experiment 3, which
replicated the Simpson’s paradox condition of Experi-
ment 2, the subjects who were told about the star emblem
mechanism conditionalized their ratings for the blue liq-
uid on the star emblem. Thus, a top-down theory or a be-
lief in a causal mechanism can drive conditionalization.
However, we can also see a bottom-up effect. When some
of the subjects in the look and no-information conditions
in Experiment 3 began to notice the effect of the star em-
blem and collect information about it, not only did their
ratings for the star emblem increase, but also their ratings
for the blue liquid decreased (in accordance with condi-
tionalization). Conditionalization was driven by noting
the covariation between an alternative cause and the ef-
fect and then controlling for the alternative cause. Knowl-
edge of a specific causal mechanism was not necessary;
rather, the conditionalization strategy seems to have de-
veloped out of an interactionbetween bottom-up informa-
tion and general theories of causality (Waldmann, 1996).

We do not know how strategic or automatic the detec-
tion, and use, of this covariation information is. In fact,
we cannot be certain of exactly which information sub-
jects are using to do these tasks. We have suggested that
subjects are keeping track of three covariations: the co-
variation between each of the causes and the effect and the
covariation between the two causes themselves. Cheng
(personal communication, February 2000) has suggested
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another possibility—namely, that once subjects have rea-
son to believe that both factors are potentially causal, they
assess each cause only in the absence of the other cause.
Thus, for example, to evaluate the blue liquid, they need
only consider the information in the two cells on the right
of Figure 1, and to evaluate sunlight, they need only con-
sider the information in the two cells at the bottom of Fig-
ure 1. Although this method may seem simpler than keep-
ing track of three covariations or all four cells, it still
involves (1) noting that a potential alternative cause ex-
ists, (2) judging that it is causal, and (3) electing to use
some information (i.e., contingencies based on the ab-
sence of the alternative cause), rather than all of the in-
formation (i.e., the unconditionalcontingencies).

What would trigger the use of either of these condi-
tionalizingstrategies? In order to do these tasks, subjects
may need to explicitly formulate and test hypotheses
about how one cause behaves in the presence or absence
of the other factor. Alternatively, perhaps all subjects
need is a reason to begin keeping (automatic) track of the
conditional frequencies. We suspect that all is not auto-
matic. For example, under some conditionsof divided at-
tention, even in the presence of a top-down theory, con-
ditionalizing does not occur (Goedert & Spellman,
2000). Such questions are being addressed in further ex-
periments. What we do know is that, under certain con-
ditions, people do not see Simpson’s paradox as a paradox
and that, under some of those conditions, they choose to
resolve it in a mathematically sophisticated way that in-
volves using conditional contingencies.
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NOTES

1. The two conditional contingencies do not have to be equal. See
Spellman (1996b) for a discussion of the mathematical properties of
conditional contingencies.

2. Unconditional contingencies can remain constant while the mar-
ginals are varied; however, we kept the marginals constant in order to
avoid outcome density effects (Wasserman, Elek, Chatlosh, & Baker,
1993; see Cheng, 1997, pp. 390 392, for an explanation).

3. Note that it does not make sense to compare the marginal-only re-
sult to the Simpson’s paradox condition. If subjects were not assuming
equal frequencies in the cells, there would be many ways to assign the
frequencies; the assignment need not be that used in our particular
Simpson’s paradox condition.

4. If anything, the ratings for the star emblem should be highest in the
Simpson’s paradox condition,where its conditional contingency is .67, as
opposed to .60 in the equal conditionand indeterminable in the marginals-
only condition.

5. Note that the former ratings are judgments of the blue liquid’s suf-
ficiency and the latter are judgments of its necessity. Thanks to Denise
Dellarosa Cummins for pointing this out.

6. Waldmann and Hagmayer (1995, Experiment 2) do not have a
baseline of comparison (as in our equal condition). Those subjects who
are not given a causal theory may still be conditionalizing on the co-
varying alternative potential cause.

7. But see the discussion on pp. 246 248 about how prior beliefs may
act as covariation information.

8. In Waldmann and Hagmayer (1995), the list containing all of the
information remained in front of the subjects as they made their judg-
ments. Some of Schaller’s experiments were done in a trial-by-trial
manner, and conditionalization did occur, but the extent of it could
not be evaluated because there was no analog to the equal (baseline)
condition.

APPENDIX
Simpson’s Paradox in the Baseball Example

This study used the baseball example described in the intro-
duction to discoverhow much informationsubjectsneed before
they will recognize the possibility of a Simpson’s paradox in a
well-known domain. Subjects were given informationabout the
batting averages and frequencies of two players in each half of
the baseball season.

METHOD

Subjects and Procedure
The subjects were 225 University of Texas undergraduates who par-

ticipated in partial fulfillment of a course requirement. This experi-
ment was administered in a booklet along with other short reasoning
tasks.

Materials and Design
The subjects rated their baseball knowledgeon a scale from 0 (I don’t

know anything about baseball) through 4 (I am an avid fan). They then
read about two hypothetical baseball players’ performances in the two
halves of the baseball season. All the conditions conveyed the informa-
tion that Player A’s average was higher in both halves of the season; we
manipulated how that information was conveyed (see Table 1A). First,
the information about the batting averages was in the form either of rel-
ative averages (e.g., A has a higher average than B) or of actual averages
(e.g., A’s average is .400, B’s average is .300). Second, crossed with that
variable, the subjects either did or did not get information about the fre-
quency of at bats for each player in each half of the season. That created
a 2 3 2 design. In addition, for the combination in which both actual av-
erages and frequencies were given, the information was presented in
two different ways, either stating the average and then the frequency of
at bats (e.g., A’s batting average is .400; A was at bat only 10 times) or
stating the average and then the frequency of both hits and at bats (e.g.,
A’s batting average is .400 [4 for 10]).

After reading the information, all the subjects were asked, “Which
player has a higher full season average?” They were instructed to circle

one of the following: (a) Player A, (b) Player B, or (c) it depends. They
were then asked to briefly explain their answers.

RESULTS AND DISCUSSION

Answers
In each of the first three conditions, an overwhelming ma-

jority of subjects picked Player A despite the fact that the cor-
rect answer was it depends (see Table A1). In particular, in the
first two conditions, in which the subjects only got either rela-
tive or actual averages, hardly any subjects gave any answer
other than Player A. The pattern of answers given in these two
conditionsdid not differ [c 2(2, N = 88) = 1.93, n.s.]. In the third
condition, which added frequency information to the relative
average, the subjectswere more likely to answer it depends than
the subjects who only had the relative average information
[c2(2, N = 87) = 7.09, p , .05]. Thus, the frequencyinformation
seemed to be cuing them into the idea that frequenciescould be
important.

In the last two conditions, a substantial number of subjects
picked Player A despite the fact that there was enough informa-
tion for them to determine that the correct answer was Player B.
However, correct performance was better in the last two condi-
tions than in the first three conditions [48/91 vs. 14/134 correct;
c2(2, N = 225) = 48.58, p , .001].

Note two differencesbetween the later and the earlier condi-
tions: First, the later ones did, in fact, give all the necessarydata
(and as a result, the correct answers were different).But second,
by giving all the data, these conditions conveyed the idea that
both actual average and frequencywere important. Subjects do
not usually seem to spontaneously think that frequency is im-
portant, but they are more likely to acknowledge its importance
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once it is mentioned (as the difference between Conditions 1
and 3 suggests).

Explanations and Knowledge
When the subjects were asked to explain their answers, 50%

either wrote something like “A is higher in both halves of the
season”or mathematicallyaveraged the batting averages, show-
ing that A was higher. Each of these answers ignores the im-
portance of frequency-per-half information.

Even when we divided subjects into high-knowledge (rat-
ing . 2.5) and low-knowledge(rating , 2.5) groups,we found
that high-knowledge subjects were not more likely to give the
correct answer of it depends in Conditions 1 3 (i.e., they did
not see the importance of the frequenciesof at bats in each half
of the season).However, in Conditions 4 and (marginally) 5, in
which the subjects could figure out the correct answers, high-
knowledgesubjectswere proportionately more likely to use the
correct math to get the solution than were low-knowledge sub-
jects.

CONCLUSION

In the familiar domain of baseball statistics, the subjects did
not easily recognize the possibility of a Simpson’s paradox.
Granted, there are several things working against subjects’ rec-
ognizing that there might be a problem. It seems that in base-
ball, if Player A’s average is higher in both halves of the season,
then usually Player A’s overall average would be higher. The
mathematical precondition of widely differing frequencies is
probably not often met. In addition, there is really no concep-
tual cue that season half should matter; there is no obvious
causal link between season half and batting average. Thus,
under these two conditions,when there is not enough evidence
to make the full computation,even experts fail to recognize the
paradox that differing frequencies could create.

(Manuscript received August 9, 1999;
revision accepted for publication August 16, 2000.)
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