Lexical access for low- and high-frequency words in Hebrew
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The hypothesis that phonological mediation is involved to a greater extent in the recognition of low- than in the recognition of high-frequency words was examined using Hebrew. Hebrew has two forms of spelling, pointed and unpointed, which differ greatly in the extent of phonological ambiguity, with the unpointed spelling lacking almost all vowel information. A lexical decision task was employed using target words that had only one pronunciation whether pointed or unpointed. Targets were either pointed or unpointed and were preceded by a prime, which for word targets, was either semantically related or unrelated. The results indicated the following: First, the advantage of pointed over unpointed spelling was larger for low-frequency than for high-frequency words, suggesting a stronger phonological mediation for low-frequency words. Second, the size of the pointing effect was independent of word length, suggesting that phonology is obtained on the basis of the printed word as a whole, by looking it up in a phonological lexicon. Third, response latency to nonwords was not affected by the presence or absence of pointing, suggesting that failure to locate the entry corresponding to a letter string in a phonological lexicon results in a NO decision. Fourth, presence of a related prime was not found to compensate for absence of pointing, suggesting that the activation of a word's representation in the semantic lexicon does not aid access to its corresponding entry in the phonological lexicon.

One of the most debated issues in research on reading concerns the extent to which phonological encoding is involved in the comprehension of printed words. The phonological recoding hypothesis (e.g., Rubenstein, Lewis, & Rubenstein, 1971) posits that a printed word must be first coded into a phonological representation before lexical access can be achieved. In contrast, the direct, visual access hypothesis assumes that meaning is derived directly from the graphemic pattern of a printed word (e.g., Baron, 1973). The third view combines these two, claiming that both modes of access are available to a reader, and that both are used in parallel, with lexical access being achieved by whichever process ends first. (Meyer, Schvaneveldt, & Ruddy, 1974). This dual-access model is probably the most accepted today.

The general acceptance of the dual-access hypothesis has shifted interest from the question of which of the two modes of access is used to the question of when each of them determines lexical access. McCusker, Hillinger, and Bias (1981) reviewed several factors affecting the choice of mediating representation in reading. These include characteristics of the reading material, characteristics of the reader, and task demands. The present study focuses on one characteristic of the reading material, namely, word frequency. It has been proposed that difficult reading material is more likely to require phonological mediation than simple material (Bradshaw, 1975). Thus, Hardyck and Petrinovich (1970) reported data that suggest, first, that subvocal speech is involved to a greater extent in the reading of difficult passages than in the reading of easy passages and, second, that the suppression of subvocal speech impairs comprehension of difficult passages more than that of easy passages. It is not clear, however, whether the increased use of subvocal speech with difficult material reflects a greater reliance on the phonological route to the lexicon or a greater postaccess use of the subvocal speech as a means to aid comprehension (cf. Kleiman, 1975; McCusker et al. 1981).

One simple index of difficulty of material is word frequency. It has been proposed (McCusker et al., 1981) that high-frequency words are normally accessed via a visual representation, with little or no phonological mediation, whereas low-frequency words require phonological recoding prior to lexical access. The most direct support for this proposition comes from McCusker, Holley-Wilcox, and Hillinger (1979). They argued that the advantage of high-frequency over low-frequency words in word recognition (the "word-frequency effect") is due, at least in part, to the fact that high-frequency words may be accessed rapidly using a graphemically based code, whereas low-frequency words have to rely on a slower, phonologically mediated process. Consistent with this proposition, they found that the size of the word-frequency effect was significantly smaller for an auditory lexical decision task (51 msec) than for a visual lexical decision task (81 msec). This finding was taken to suggest that when visually based access is precluded, part of the ad-
vantage of low-frequency over high-frequency words disappears.

Using Hebrew, the present study examines the interaction between word frequency and mode of lexical access. Hebrew orthography has one peculiar feature that makes it particularly useful in testing this hypothesis (cf. Koriat, 1984; Navon & Shimron, 1981). It has two forms of spelling, pointed and unpointed. These differ greatly in the extent to which vowel information is spelled out. In the unpointed form, the letters convey mostly consonantal information, with vowel information being largely implicit. There are a few letters (e.g., Yod and Vav) that in some contexts serve in the same function as that of vowel letters in English, but they may in other contexts stand for consonants. Thus, with the unpointed spelling, much of the information necessary for a presemantic derivation of phonology is not expressed, resulting in a great number of homographs.

Pointed spelling is achieved by adding certain signs (referred to as 'pointing') to the unpointed spelling. These are placed below, above, or inside the letters. Pointing supplies mostly vowel information, but may also contain some consonantal information (e.g., the information necessary to distinguish /p/ and /f/). Although unpointed spelling is extremely ambiguous as far as phonological coding is concerned, pointed spelling may be classified as a very shallow orthography.

Both forms of Hebrew spelling are normally in use. Children's reading materials are usually pointed, and children begin by learning to read pointed spelling. Adult reading materials are typically unpointed, although sometimes (e.g., poetry, prayer books) the pointed spelling is conventionally used.

From a methodological point of view, the advantage of Hebrew is that we can manipulate the amount of phonological information available to a reader by using either the pointed or the unpointed forms of the exact same words.

In a previous study (Koriat, 1984), I examined the extent to which the presence of pointing aids lexical access. The idea was that if phonological recoding is a necessary precursor to lexical access, pointing, which reduces much of the phonological ambiguity, should prove beneficial. A lexical decision task was employed using words that had only one pronunciation whether pointed or not. Pointing, used as a between-subjects factor, was found to have little effect on response latency. This and other findings were interpreted as indicating that Hebrew word recognition is by and large direct, rather than involving phonological mediation. Pointing, however, had a significant effect on pronunciation latency, suggesting that it may aid in the presemantic derivation of phonology.

The possibility remains, however, that evidence for phonological mediation might be found for words whose frequencies were lower than the frequencies of words sampled in the previous study. In that study, the words employed were selected from the most frequently used 3,000 words in primary school material. Ther present study included, in addition, a set of low-frequency words. Also, in contrast to the previous study, in which pointing figured as a between-subjects variable, in the present study pointed and unpointed letter strings were mixed in the same list to preclude the adoption of different strategies for pointed and unpointed words.

The first aim of the present study was to examine the idea that if lexical access is visual for high-frequency words and phonological for low-frequency words, then the presence of pointing should have little effect on the recognition of high-frequency words but should aid the recognition of low-frequency words. In the study by McCusker et al. (1981), the finding of a stronger word-frequency effect for visual than for auditory presentation could be interpreted to indicate either that auditory presentation facilitates recognition of low-frequency words or that it hinders the recognition of high-frequency words. In the present study, the amount of phonological information was manipulated visually, thus affording a choice between visual and phonological access to the lexicon. Therefore, if the expected frequency × pointing interaction is obtained, it will be possible to see whether this is due to the presence of pointing facilitating phonological encoding (and thus aiding processing of low-frequency words) or to the presence of pointing inducing phonological encoding (and thus impairing recognition of high-frequency words).

The second aim pertained to the nature of the phonological recoding process. If the presence of pointing is found to aid the recognition of low-frequency words, examination of the interaction between pointing and word length should clarify the process by which a printed word is coded into a phonological representation. Two hypotheses may be contrasted. According to the first, the 'piecemeal hypothesis,' phonological recoding is carried out serially from the beginning to the end of the word by the application of grapheme-to-phoneme conversion rules (cf. Coltheart, 1978). McCusker et al. (1979), for example, proposed that high- and low-frequency words differ at the stage at which orthographic features are combined into higher order units en route to lexical access: High-frequency words are encoded and accessed using a holistic, visually based code, whereas low-frequency words rely on a slower, phonologically mediated representation, which is carried out serially, in a left-to-right fashion. The second hypothesis, the 'whole-word hypothesis,' states that the derivation of a phonological code for a printed word may be carried out all at once, on the basis of its holistic pattern, by accessing the corresponding entry in a vocabulary of stored phonological representations. This hypothesis has been proposed for reading aloud (Glushko, 1979; Kay & Marcel, 1981; Marcel, 1980), but may be extended to apply to the phonological encoding assumed to mediate recognition of low-frequency words.

If the piecemeal, serial hypothesis is correct, we should predict that whenever pointing is observed to aid word recognition, this effect should increase with word length. Thus, a triple interaction of frequency × pointing × length should be expected. The whole-word hypothesis,
Design and Procedure
The experimental word targets formed a $2 \times 4$ frequency x length factorial with eight words in each cell. The experimental nonwords were similarly constructed, with frequency referring to frequency of usage of the base words. The eight targets in each of the cells were divided into four sets so that, for each subject, each set appeared in all four combinations across every group of four subjects.

The target words were presented in exactly the same order for all subjects, but each word was pointed for half of the subjects and unpointed for the other half. For each of the two groups, half of the pointed words and half of the unpointed words were preceded by their related primes, and the rest were preceded by unrelated primes. The unrelated pairs were generated by pairing each of the target words with one of the remaining 31 primes of the unrelated set. The list was organized into eight blocks of 18 items each, each block including 2 filler items and 16 experimental items. The latter included 2 items in each of the frequency x length levels, 1 of them a word and 1 a nonword. The four context x pointing combinations were equally represented in each block for the experimental items. The order of the items was otherwise random.

The experiment was carried out in a dimly lit room. The subjects were told that they had to classify strings of letters as words or nonwords as quickly as they could, and that each string would be preceded by a pointed word that would serve as a warning signal. They were told that half of the target strings were pointed and half were not, and that the pointed and unpointed stimuli were randomly mixed. They were also informed that when a word was pointed, pointing was always correct, and that none of the pointed nonwords would make a word if pointing were changed or eliminated.

The experiment began with 24 practice trials followed by the experimental trial. After the first 72 experimental trials, the subjects were given a short rest, during which the slide trays were switched. Each prime appeared for 500 msec and was replaced after a 100-msec interval by the target, which remained in sight for 1,000 msec. The subjects classified the letter string by pressing one key with the right index finger for words and another key with the left index finger for nonwords. Response time from the onset of the target was measured on an electronic timer to the nearest millisecond. There was a 3,300-msec interval from the offset of the target to the onset of the next trial, during which interval the slides were replaced.

Subjects
Forty-eight University of Haifa students, 15 males and 33 females, participated in the study. Of these, 35 participated for course credit, and the rest were paid for their effort.

RESULTS
We shall first examine the results for words and then proceed to those for nonwords. In all the analyses to be reported, only experimental strings were included.

Effects of Pointing and Semantic context
Figure 1 presents mean percentages of errors and mean latencies for correct responses for low-frequency and high-frequency words as a function of type of context and presence or absence of pointing.

We shall first look at the error data. A frequency x context x pointing analysis of variance was carried out twice, collapsing first over subjects and then over items (Clark, 1973). The F ratios for these analyses are designated $F_1$ and $F_2$ respectively. The results indicated the following effects. Low-frequency words yielded 13.0% er-
errors, whereas high-frequency words yielded 0.8% [F(1,47) = 92.51, p < .001, and F(1,62) = 34.43, p < .001]. A related context reduced error rate by 4.8% [F(1,47) = 32.89, p < .001, and F(1,62) = 27.60, p < .001]. Pointing reduced percent errors by 2.0% on the average [F(1,47) = 4.79, p < .05, and F(1,62) = 3.22, p < .10]. In addition, both the frequency x context and the frequency x pointing interactions were significant. The frequency x context interaction yielded F(1,47) = 20.23, p < .001, and F(1,62) = 18.27, p < .001. A related context reduced incidence of errors by 8.7% for low-frequency words, and by only 0.9% for high-frequency words, relative to an unrelated context. The frequency x pointing interaction yielded F(1,47) = 9.02, p < .005, and F(1,62) = 5.85, p < .02. The presence of pointing reduced incidence of errors by 4.6% for low-frequency words and increased incidence of errors by 0.7% for high-frequency words.

In view of the interactions involving word frequency, separate analyses of variance were carried out for high-frequency and low-frequency words. For high-frequency words, the effect of pointing was not significant in either a subject-based or an item-based analysis, whereas the effect of context was significant only in the subject-based analysis [F(1,47) = 4.81, p < .05]. For low-frequency words, on the other hand, both analyses yielded significant results for context [F(1,47) = 27.73, p < .001, and F(1,131) = 24.90, p < .001], as well as for pointing [F(1,47) = 7.12, p < .02, and F(1,31) = 4.61, p < .01]. It should be noted that the effects of pointing and context were almost perfectly additive for the low-frequency words (Figure 1).

Turning now to response latency, a frequency x pointing x context analysis of variance indicated significant main effects for all three factors. Correct responses to low-frequency words required 125 msec more than responses to high-frequency words [F(1,47) = 481.19, p < .001, and F(1,62) = 90.32, p < .001]. A related context shortened response time by 51 msec on the average [F(1,47) = 113.15, p < .001, and F(1,62) = 62.19, p < .001]. The net benefit due to the presence of pointing amounted to 33 msec [F(1,47) = 65.07, p < .001, and F(1,62) = 15.40, p < .001. The frequency x context interaction yielded F(1,47) = 11.16, p < .002, and F(1,62) = 5.28, p < .05. The benefit from a related context was stronger for low-frequency (63 msec) than for high-frequency (40 msec) words. The frequency x pointing interaction yielded F(1,49) = 8.85, p < .005, and F(1,62) = 2.33, n.s. The effect of pointing was stronger for low-frequency words (46 msec) than for high-frequency (20 msec) words.

Separate analyses of variance carried out for high-frequency and for low-frequency words indicated the following: For high-frequency words, context yielded F(1,47) = 57.25, p < .001, and F(1,31) = 23.19, p < .001, and pointing yielded F(1,47) = 15.64, p < .001, and F(1,31) = 4.65, p < .05. The context x pointing interaction was not significant. For the low-frequency words, context yielded F(1,47) = 92.04, p < .001, and F(1,31) = 39.08, p < .001, and for pointing, F(1,47) = 46.53, p < .001, and F(1,31) = 10.74, p < .01. Although the presence of pointing produced a 57-msec benefit for unrelated trials and only 35-msec for related trials, the context x pointing interaction was not significant [F < 1 and F(1,31) = 1.47].

Taken together, the results for both percent errors and response latency indicate the following: First, the presence of pointing appears to aid the processing of low-frequency more than that of high-frequency words. This is consistent with the idea that phonological mediation is involved to a greater extent in the recognition of low-frequency than in the recognition of high-frequency words. Second, although the presence of pointing improves the recognition of low-frequency words, it does not impair the recognition of high-frequency words, suggesting that it aids phonological encoding but does not necessarily induce it. Third, there was no significant pointing x context interaction to support the hypothesis that semantic context helps resolve phonological ambiguity.

The Effects of Word Length

Since a sizable pointing effect was observed for low-frequency words, examination of the pointing x word length interaction may be instructive. Assuming, with McCusker et al. (1979), that the visually based access of high-frequency words is carried out in whole word units, whereas the phonologically based access of low-frequency words is carried out serially, we should expect a triple interaction of frequency x pointing x length. A frequency x context x pointing x length analysis of variance on percent errors indicated no significant effects for either the pointing x length or the frequency x pointing x length interactions. Error rate for the high-frequency words revealed few effects of pointing and length. For low-frequency words, the means for lengths 2, 3, 4, and 5, respectively, were 15.1, 18.7, 20.3, and
6.8 for the unpointed spelling, and 13.5, 13.0, 9.9 and 6.2 for the pointed spelling. Although for lengths 2-4 the effect of pointing appears to increase with word length, five-letter words exhibited the smallest advantage for pointed over unpointed spelling, and, as noted, the pointing × length interaction was not significant.

Figure 2 presents mean response time for correct responses as a function of word frequency, word length, and pointing. A subject-based four-way analysis of variance was carried out on these results. In this analysis, it should be stressed, there were only two observations per cell for each subject, and 17 of the 1,536 subject means were missing because both responses were incorrect. The results indicated significant main effects for frequency, context, and pointing but no significant effect for word length [F(3, 141) = 1.29]. Apart from the frequency × context and the frequency × pointing interactions, which were significant, the only other significant interaction was that between frequency and length [F(3, 141) = 18.03, p < .001]. As may be seen in Figure 2, it appears that, if anything, it is for high-frequency words that response latency tends to increase with increasing word length, whereas for low-frequency words, response time tends to decrease with increasing word length.

In conclusion, examination of the effects of word length does not support either of the following hypotheses: (1) that the effect of word length is stronger for low-frequency than for high-frequency words, or (2) that for low-frequency words, the benefit from pointing increases with increasing word length. If pointing is assumed to aid the derivation of a phonological code from a printed word, the results seem to suggest that this derivation is carried out all at once, for the entire word as whole.

Analysis of Nonwords

We shall turn now to the responses to experimental non-word targets. Three nonwords that were misidentified as words (apparently because the identity of a single letter was mistaken) were eliminated from the analyses. For the rest of the nonwords, Figure 3 presents mean percent errors and mean response latency for correct responses as a function of frequency (of base word), pointing, and string length.

The results seem to indicate a certain degree of speed-accuracy trade-off for the effects of pointing. A frequency × pointing × length analysis of variance on percent errors yielded: F(1, 47) = 12.70, p < .001, and F(1, 56) = 6.24, p < .05, for frequency; F(1, 46) = 8.03, p < .01, and F(1, 56) = 5.36, p < .05, for pointing; and F(1, 141) = 14.83, p < .001, and F(1) < 1 for length. None of the interactions was significant. High-frequency nonwords elicited more errors (9.5%) than low-frequency nonwords (6.3%), and unpointed nonwords elicited more errors (9.4%) than pointed nonwords (6.3%). The effects of string length were not systematic, with the highest proportion of errors obtained for two-letter nonwords (12.8%) and the lowest for four-letter nonwords (4.3%).

A similar analysis on response time yielded: F(1, 47) = 3.05, n.s., and F(1) < 1 for frequency; F(1, 47) = 3.18, n.s., and F(1, 56) = 1.48; n.s. for pointing; and F(1, 141) = 7.46, p < .001, and F(1, 56) = 1.86, n.s., for length. None of the interactions was significant. As Figure 3 suggests, the presence of pointing, if anything, tends to slow down responses. The effect of string length appears to be entirely due to the five-letter strings requiring more time to respond to than shorter nonwords. When five-letter nonwords are eliminated from the subject-based analysis, the results indicate F < 1 for string length.

In sum, as far as the main issues of the present study are concerned, two findings are worth noting. First, although pointing reduced error rate, it did not aid speed of responding to nonwords. This is rather surprising in view of the fact that low-frequency words did seem to benefit from pointing. Second, there was no indication that the effects of pointing interact with those of string length in a manner consistent with the piecemeal phonological recoding hypothesis.

DISCUSSION

The results will be discussed with reference to four issues: the possibility of greater phonological mediation for low-frequency words, the nature of the phonological encoding process, the effect of semantic context on reading, and the process underlying response to nonwords.

Phonological Mediation and Word Frequency

The idea that phonological mediation is involved to a greater extent in the recognition of low-frequency than in the recognition of high-frequency words was investigated by comparing the effects of pointing on these two types of words. The assumption was that pointing provides phonological information. This assumption is supported by the finding (Koriat, 1984) that pointing does
frequency effect apparently stems from a benefit to low-frequency words rather than a cost to high-frequency words. Consistent with this interpretation (see McCusker et al., 1981) is the finding of Glanzer and Ehrenreich (1979) that high-frequency words are served homophone confusions with irregularly spelled words (e.g., bury—“fruit on a tree”). These were taken to suggest a form of phonological reading that uses direct access from visual input logogens to output logogens without grapheme-to-phoneme conversion. The observation that, even for high-frequency words, pointing had a beneficial effect on response time is inconsistent with the previous results of no pointing effects for words of comparable frequencies (Koriat, 1984). Although the effect was small (a 20-msec advantage), it was quite reliable across subjects, with 37 of the 48 subjects showing an overall advantage for the pointed spelling. It is possible that the inclusion of low-frequency words in the present study induced subjects to adopt a phonological strategy, and this may have been detrimental to high-frequency words. Consistent with this interpretation (see McCusker et al., 1981) is the finding of Glanzer and Ehrenreich (1979) that high-frequency words are processed faster when they appear alone than when they are mixed with low-frequency words.

### The Phonological Encoding Process

The results yielded little support for the hypothesis that when pointing has a beneficial effect (e.g., low-frequency words), the size of this effect increases with increasing word length. If the presence of pointing is assumed to aid in the derivation of a phonological code, then it would seem that this derivation is carried out all at once on the basis of the word as a whole.

This idea is consistent with recent work on reading aloud (e.g., Glushko, 1979; Kay & Marcel, 1981; Marcel, 1980) that suggests that the phonological representation of a word may be obtained by accessing its corresponding entry in a phonological lexicon containing the stored pronunciations of all known words. Furthermore, studies with patients with severe semantic loss suggest that phonological reading does not rest exclusively on the application of grapheme-to-phoneme conversion rules. Thus, a patient studied by Schwartz, Safran, and Marin (1980) could read aloud irregular words that she could not comprehend. Data by Shallice, Warrington, and McCarthy (1983) suggest that reading without semantics may use orthographic units that are larger than the grapheme. Coltheart, Masterson, Byng, Prior, and Riddoch (1983) observed homophone confusions with irregularly spelled words (e.g., *bury*—“a fruit on a tree”). These were taken to suggest a form of phonological reading that uses direct access from visual input logogens to output logogens without grapheme-to-phoneme conversion.

In Marcel’s (1980) formulation, access to the phonological lexicon is seen as a precursor to pronunciation, and this lexicon is conceived of as an output lexicon (see

---

**Figure 3.** Mean percent errors and response latency (in milliseconds) for pointed and unpointed nonword targets.
Marcel 1980, Figure 11.2). In the present formulation, in contrast, the phonological lexicon is conceived of as an input lexicon that may mediate access to meaning. Obviously, it is important to determine whether one and the same phonological lexicon mediates access to both meaning and pronunciation (see Allport, 1984, and Allport & Funnell, 1981). If it does, it would mean that when access to the internal lexicon of meanings is phonologically based (as with low-frequency words), the retrieval of a word's meaning and the retrieval of its pronunciation share a common route. Two interesting predictions follow from this assumption. First, if the recognition of low-frequency words requires access to the same phonological entry that underlies pronunciation, whereas the recognition of high-frequency words does not, then the advantage of high-frequency over low-frequency words should be smaller for pronunciation than for lexical decision latencies. This has indeed been found to be the case (e.g., Frederiksen & Kroll, 1976; Richardson, 1976). Second, in the previous study (Koriat, 1984), pointing aided pronunciation but not lexical decision for high-frequency words, whereas in the present study, pointing aided lexical decision, particularly for low-frequency words. If the effects of pointing in the two cases involves access to the same phonological lexicon, we should expect the frequency \times pointing interaction obtained in the present study to decrease or even disappear when a pronunciation task is employed.

**Semantic Context and Phonological Encoding**

It was hypothesized that the presence of a related semantic context aids phonological encoding and thus compensates for the absence of pointing. This hypothesis was not supported by the data. The observation that the effects of pointing and context are largely additive even for low-frequency words is not easy to interpret. Assume that pointing aids access to the word's corresponding entry in the phonological lexicon. Assume further that the effect of a related context is to preactivate a lexical entry corresponding to the word target. The additivity of the two effects may then imply that this latter entry is different from the phonological entry and probably represents an address in a more abstract lexicon of meanings. This would imply that a preactivation of an entry in the semantic lexicon does not spread out to the corresponding entry in the phonological lexicon. This implication is worthy of further examination. Kay and Marcel (1981), for example, found that the pronunciation of a phonologically ambiguous nonword (such as NOUCH) was biased by a word that preceded it that had the same ambiguous segment (e.g. COUCH or TOUCH). It would be of interest to see whether the pronunciation of the nonword NOUCH is affected by the word SOFA in the same way that it is affected by the word COUCH.

**Response to Nonwords**

The observation that pointing affects response time to words but at the same time does not affect response time to nonwords is rather surprising. This finding is inconsistent with the proposal that nonwords are pronounced by the application of grapheme-to-phoneme conversion rules, and that NO responses in a lexical decision task evidence the operation of phonological recoding more than YES responses (cf. Coltheart, 1978). If phonological recoding is achieved through the application of print-to-sound conversion rules, then unpointed nonwords should prove quite difficult to categorize, since they permit many phonological representations, all of which must be tested before a NO decision can be safely reached. Pointing should therefore have a beneficial effect, since it reduces greatly the number of phonological representations to be tested.

Consider, on the other hand, a model that posits a whole-word access to the phonological lexicon. We may assume that when a letter string is presented, an attempt is made to locate its corresponding entry in either the visual or the phonological lexicon. When a word is of low frequency and cannot be recognized visually, presence of pointing may aid in locating its corresponding entry in the phonological lexicon. If no entry is found after a predetermined deadline, a NO response is issued (cf. Coltheart, Davelaar, Jonasson, & Besner, 1977). This deadline must, of course, be set at a value that is greater than the time required for accessing the phonological code for a low-frequency unpointed word. (Indeed, correct response to nonwords averaged 745 msec, compared with 727 msec for unpointed low-frequency words.) This process should result in pointing effects for YES responses but not for NO responses.

**CONCLUSION**

In conclusion, the results of the present study are consistent with the idea that word frequency may affect choice of mediating process for lexical access. They suggest that phonological mediation tends to be involved to a larger extent in the processing of low-frequency than in the processing of high-frequency words. The phonologically mediated process appears to involve, first, retrieving the appropriate representation of the printed word from the phonological lexicon, and then using this representation to gain access to the word's entry in the semantic lexicon. Failure to locate an entry in the phonological lexicon results in a nonword decision. Priming of a word's entry in the semantic lexicon does not appear to aid access to the word's entry in the phonological lexicon.

Although the present study provided some information regarding the process underlying the recognition of low-frequency words, several major questions still remain. The first concerns the effect of pointing. If the derivation of a phonological code in Hebrew were carried out on the basis of grapheme-to-phoneme conversion rules, then the advantage of pointed over unpointed spelling could be readily explained. However, since, as I proposed, this derivation appears to be achieved by looking the word up in a phonological lexicon, how pointing may aid in
such a process is not entirely clear. One possibility, which is currently being explored, is that the effect of pointing is to inhibit phonological analogies that would compete with the correct phonological encoding of a word. If this is correct, it would be possible to specify the exact conditions under which pointing may aid lexical access and pronunciation.

The second issue concerns the effects of word frequency. Why phonological mediation should be involved to a greater extent in the recognition of low-frequency than in the recognition of high-frequency words is not at all clear. Marcel (1980), for example, proposed that, in beginning readers, the lower the frequency of a word, the less likely it is to acquire an orthographic address. Similarly, McCusker et al. (1981, p. 223) implied that low-frequency words do not have visual representations, and therefore cannot be accessed directly. However, why a low-frequency word should be more likely to have a phonological representation than a visual representation is not clear. Future research must try to explain the interaction between word frequency and mode of lexical access.

A third issue concerns the role that the phonological lexicon plays in word recognition and pronunciation. The recent work on word pronunciation (Glushko, 1979; Marcel, 1980) has contributed valuable knowledge regarding the process by which phonological representations are obtained. If the results on reading aloud are found to have implications regarding lexical access, these implications must be incorporated into theories of word recognition.

Finally, I should stress that whether the conclusions reached in the present work are specific to Hebrew reading and Hebrew readers or are generalizable to other languages as well is still unclear. If they are found to have some generality, Hebrew might prove valuable for the study of some of the basic issues in reading.
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