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Abstract

requirements in very dense networks.

In a device-to-device wireless multi-hop communication scenario with resource-constrained devices, the energy
efficiency of communication plays a significant role in network design and operation. Based on the recently proposed
Glossy network flooding approach, we introduce cooperation between transmitting nodes and formulate a robust
multicast beamforming problem with imperfect channel state information (CSI) and analyze its performance. The
level of cooperation is dependent on the number of limited feedback bits from receivers to transmitters. First, the
impact of the number of limited feedback bits B on energy efficiency is studied, and the programming problem for
finding the optimal B is formulated subject to a maximum outage constraint of 5%. Numerical simulations show that
there exists an optimal number of feedback bits that maximizes energy efficiency. Second, the effect of the number of
cooperating transmitters on energy efficiency is investigated. Results show that an optimum group of cooperating
transmit nodes, also known as a transmit coalition, can be formed in order to maximize energy efficiency. Results
show that the investigated techniques including optimum feedback bits and transmit coalition formation can achieve
a 100% increase in energy efficiency when compared to the state-of-the-art Glossy under the same operation

Keywords: Network flooding, Distributed beamforming, Limited feedback, Energy efficiency

1 Introduction
Vastly distributed sensors are becoming an important part
of our daily lives where they are utilized in many applica-
tions and diverse fields such as smart homes, environmen-
tal monitoring, emergency, and health [1, 2]. Furthermore,
recent 5G initiatives show a clear focus on energy-efficient
smart cooperative transmission protocols [3]. These ini-
tiatives are partially motivated by the importance of
energy efficiency in large-scale wireless networks for the
Internet of Things (IoT) and cyber-physical systems appli-
cations [4]. The devices used in these applications are
usually heavily distributed, which makes them very chal-
lenging to be replaced or recharged in a frequent manner.
Therefore, extending their battery life becomes crucial.
Optimizing energy will help extend the expected lifetime
of these small battery-operated devices and facilitate their
large-scale deployment.

To this end, we extend our development in [5] where
a device-to-device wireless multi-hop communication
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scenario with resource-constrained devices that require
energy-efficient connectivity is considered. Based on the
recently proposed Glossy network flooding protocol [6],
that follows the IEEE 802.15.4 low-rate wireless personal
area networks (LR-WPANSs) standard, the beamforming
and power control problem is formulated, analyzed, and
assessed in network scenarios where the same information
needs to be shared with all nodes. Performance measures
are compared, where the use of beamforming has proven
to improve energy efficiency significantly.

In this work, we move towards a more realistic scenario
where the cost of cooperation in terms of energy con-
sumption is taken into account. This cost of cooperation
is represented by the energy consumed in the process of
channel state information (CSI) feedback from receiving
to transmitting nodes. We note that there are several other
factors that contribute to the processing overhead of col-
laborative distributed multicast beamforming [7] in actual
implementations, but for the scope of this paper, we focus
on the theoretical analysis of the proposed approach. We
leave the physical implementation impairments for future

© The Author(s). 2019 Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the

Creative Commons license, and indicate if changes were made.


http://crossmark.crossref.org/dialog/?doi=10.1186/s13638-019-1434-0&domain=pdf
http://orcid.org/0000-0002-2237-0067
mailto: abdelrahman.abdelkader@tu-dresden.de
http://creativecommons.org/licenses/by/4.0/

Abdelkader and Jorswieck EURASIP Journal on Wireless Communications and Networking

Table 1 List of abbreviations

csl channel state information

loT internet of things

LR-WPANs low rate wireless personal access networks
MTC machine type communication

D2D device to device

DCBF distributed collaborative beamforming
FOS flooding overlay structure

MMSE minimum mean square error

SIC successive interference cancellation
cal channel quality information

QoS quality of service

GCF greedy coalition formation

research. This results in a trade-off between implemen-
tation complexity and energy efficiency [8]. Moreover,
we analyze the consequence of changing the number of
cooperating nodes on energy efficiency. We use the term
coalition throughout the paper to address a number of
transmitters that cooperate in order to perform multicast
beamforming during any intermediate stage of a Glossy
flood. We describe and analyze the performance of an
algorithm that maximizes energy efficiency in cooperative
network flooding by forming coalitions of transmit nodes.

After describing the system model in Section 2.1,
we explain the proposed CSI feedback approach in
Section 2.2, then we introduce our problem statement
in Section 2.3. Following that, we formulate in Section 3
our general robust multicast beamforming problem under
limited feedback, building therefore upon the results pre-
sented in [5]. Then, we analyze the effect of increasing
feedback bits B and optimal coalition size to maximize
energy efficiency in Sections 4 and 5, respectively. We sup-
port this analysis with simulation results presented and
discussed in Section 6, where we illustrate how the robust
beamforming problem can be solved for application-
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specific requirements. Finally, we present our conclusions
and an agenda for future works in Section 7. A list of reg-
ularly used abbreviations throughout the paper is shown
in Table 1.

1.1 Recent results on cooperation and beamforming in
wireless sensor networks

Cooperation in wireless networks is a topic that has
attracted the attention of researchers for many years [9-12].
Distributed and collaborative beamforming is defined as
a technique where independent and randomly located
source nodes cooperate to transmit a common radio fre-
quency signal, hence forming a virtual antenna array
[13]. This cooperation improves the lifetime of the sensor
nodes [14], proving to be valuable for systems with lim-
ited battery life. It also shines as a promising technique
to empower many 5G technologies such as machine-type
communication (MTC), device-to-device communication
(D2D), and Internet of Things (IoT).

Initially, research on collaborative distributed beam-
forming in sensor networks was divided into two direc-
tions [15]: collaborative and distributed. On the one hand,
collaborative beamforming focused on beam pattern anal-
ysis while assuming a perfect phase and carrier syn-
chronization between sensor nodes [16]. On the other
hand, distributed beamforming focused on the feasibility
of achieving synchronization between those nodes [17].
However, some work was done in order to explore the
possibility of achieving cooperation without synchroniza-
tion such as in [18]. Later on, both directions started
merging forming distributed collaborative beamforming.
The recent survey [15] classifies research trends in this
area very clearly, from which Fig. 1 is adapted. This
classification indicates that our current work, where we
maximize energy efficiency in network flooding by apply-
ing distributed collaborative beamforming (DCBF), lies
within the scope of power minimization and lifetime
maximization, more precisely under energy efficiency
maximization.

Previous research efforts in this direction have several
performance metrics for the evaluation of DCBE. Network

Beampattern construction
and analysis

Power minimization

e L. . ‘ Synchronization
and lifetime maximization

[Power minimizationj (Energy efficiency maximization] [Capacity maximizationj

Fig. 1 Research trends. Research directions in DCBF in wireless networks
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lifetime is usually defined as the time duration from the
start of network operations till the first node runs out
of battery [14]. In [19], a power allocation algorithm
using convex optimization is used to maximize network
lifetime. On the other hand, total power consumption
is defined as the sum of the total consumed power of
each node in transmit, receive, and idle phases of oper-
ation [6]. In some works, e.g., [14], only transmit power
is considered in the total power consumption. In [20],
an algorithm using a dual problem convex optimization
is proposed to minimize the total power consumption
under individual power constraints. Another approach by
[14] using genetic algorithm is proposed to minimize the
transmit power consumption and increase the network
lifetime. Moreover, maximizing energy efficieny is the goal
of [21] where sequential quadratic programming is used
to solve the problem of optimal node allocation; they also
show the effects on spectral efficiency. Robust distributed
beamforming is considered in [22], where beamforming
is used to minimize the total relay transmit power under
signal-to-noise ratio constraints with the availability of
perfect channel state information. An effort to investi-
gate distributed beamforming under limited feedback in
cooperative networks is made in [23], where an opti-
mal beamforming vector is proposed to maximize the
received signal-to-noise ratio at the receiver. Although
only a fixed number of feedback bits is considered, the
results prove that this scheme is indeed beneficial in terms
of performance.

1.2 Network flooding state of the art

Network flooding (also commonly known as data dis-
semination) is used in many applications ranging from
environmental monitoring to industrial automation. For
many of these applications, the main research focus is
reliability and energy efficiency because of the limited
battery lifetime of the sensor nodes. Many network flood-
ing approaches are presented in the literature over the
years. The simplest form of it is called Simple Flooding,
where each node that receives a new message forwards
it to a neighbor node. However, this results in excessive
redundancy and network congestion [24]. A method to
treat this problem is presented in [25], where a flooding
overlay structure (FOS) is proposed to increase the net-
work lifetime and reduce the overhead of flooding in a
sensor network. Another example is Trickle, a network
flooding algorithm for code propagation in wireless sen-
sor networks [26]. Trickle uses an individual timer at each
node to periodically send out a summary to the neigh-
boring nodes but obligates the node to stay silent in case
of receiving information similar to its own. Unfortunately,
Trickle is not suitable for real-time applications due to
the long time until stable operation which can go up
to a few minutes. For real-time applications, Glossy is
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introduced in [6] to exploit constructive interference at
the receiving nodes resulting from concurrent transmis-
sions of identical packets form multiple nodes. For the
successful use of concurrent transmissions, a high level of
synchronization is needed, which is provided by Glossy
down to 0.5 us for an eight-hop network. On top of a
very simple algorithm, Glossy achieves very high relia-
bility with low latency. However, scheduling individual
floods for each source node can cause a delay until all
data is disseminated successfully. To remedy this, MF-
Glossy is proposed in [27], where physical layer network
coding enables multiple simultaneous floods in Glossy.
The results show increased energy efficiency and goodput
when compared to the standard Glossy on the expense of
a complicated receiver design.

A Glossy flood typically starts with one node trans-
mitting certain information at maximum transmit power
(0 dbm). Then, all nodes, which receive successfully and
have not reached the limit on number of transmissions,
transmit concurrently the received information with max-
imum transmit power. This continues until no more nodes
are able to transmit due to the transmission limit. The
result of this procedure is waves of the same informa-
tion propagating back and forth through the network until
the Glossy flood is terminated. This simple yet effective
operation primitive is the reason why we try to make
Glossy more energy efficient through cooperation and
robust multicast beamforming while studying its impact
on performance.

2 Preliminaries

Before starting our problem formulation, we explain the
system model used throughout this work to build our
optimization problem and coalition formation algorithm.

2.1 System model

Our approach can be viewed as an adaptive transmit
diversity scheme. The transmission protocol starts, as in
standard Glossy, with one node initiating the flood. This
initial phase is a simple multicast transmission where one
node transmits a message, and the nodes within a recep-
tion range receive it. After a successful reception of the
message by, let us say, K nodes, these nodes become trans-
mitters in the next round. In standard Glossy, all K nodes
proceed to transmit the same information simultaneously
in a non-cooperative way. Here, we propose to define
K1 € K of cooperating nodes which acquire CSI from
the receiver through limited feedback, in order to per-
form multicast beamforming. The remaining Ky = K —Kj
nodes do not cooperate and operate in standard Glossy.
Please note that K3 = ¢ is standard Glossy. An exam-
ple of the system model is shown in Fig. 2, where K = 5
nodes, which have successfully received and decoded the
message from the last transmission, send the same data x
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Fig. 2 System model. System model of the single-hop multicast beamforming consisting of K transmitting nodes and L receiving nodes. K; = 3
nodes are cooperating and K, = 2 nodes are operating individually, where K = K; 4+ K, = 5. Feedback channels FB; are considered to be error free

to L = 3 receiving nodes. First, CSI is fed back from the
receivers to the transmitters through a limited feedback
channel as shown in Fig. 2 using random vector quanti-
zation as thoroughly explained in Section 2.2. Then, each
transmitting node constructs an estimated channel matrix
H using the acquired feedback and proceeds to calcu-
late an energy-efficient coalition to which all or subset
of the K nodes (Kj nodes) can participate. The forma-
tion of this coalition is based on a greedy approach that
can be executed at each transmitting node independently.
This is explained in more details in Section 5. Afterwards,
the information is divided into K = 5 symbols where
the first three symbols [ x1, %2, %3] are cooperatively trans-
mitted by K nodes one to three, while symbols x4 and
x5 are transmitted by Ky nodes four and five, respec-
tively. The coalition of the three nodes solves an energy
efficiency optimization problem that will be formulated
and discussed in Section 3 and cooperatively transmits
the information forming a virtual antenna array that uses
energy-efficient robust beamforming by applying the pre-
coding matrix W, while the remaining two nodes operate
in standard Glossy mode and transmit using maximum
power p. The received signal at any receiver / can be
characterized as follows:

Yy = xTUh[ +z; (1)

where cooperation is controlled by the K x K matrix
U = blockdiag (W, ./pI), 2T =[x1..x5] are the data
symbols, W is the KjxK; beamforming matrix, th =
[ A1y, ...hs51] is the channel vector between receiver [ and
the transmitting nodes, and z; is the receiver noise. The

[ 17 describes the transpose operation. After the signal
reception, interference cancelation methods (i.e., mini-
mum mean square error (MMSE) and successive inter-
ference cancelation (SIC)) are applied at each receiving
node before the original message x can be retrieved. The
maximum rate achieved by applying such processing at
any receiver node [ to the received signals can then be
calculated as follows:

. T | KUME (w7 Uy
Rf=log|[1+——F— | =log | 1+
[of

2 2
I &

(2)
where E[ ] is the expectation operation, and E [x*xT] is
the transmit covariance matrix as shown in [28]. By apply-

ing MMSE and SIC techniques as demonstrated in ([29],
ch. 10), it can be equivalently described as:

H

hyy hyy
hy | WHCSW | iy
hy; hyy | maPE[1xal?] s PE [1x51 ]
Rf=log | 1+ 5 + 3 + 3
] ] ]

(3)

where /;; is the channel coefficient from transmitter i to
receiver [, Cs is the covariance matrix of data in the coop-
erating transmitters and is equal to the identity matrix /,
the [ |* and [ ] describe the conjugate and conjugate
transpose operations, respectively. Using the definition of
Gram matrix ([30], p. 55), we can rewrite the achievable
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rate equation as follows:

H

hyy h
hy | G| hy
h3; b3 a2 Te |2
R =log |1+ == i 3 +|z4|2p_i_|15|21!9
(4)
where
G=wlw 5)

is a positive semi-definite matrix. This can be generalized
to the case of K = Kj + K transmitters with Kj coop-
erating nodes and Ky non-cooperating nodes as follows:

Gl K g2
Rf = log |1+ 2550 4y~ Pulp (6)
o] 1 o]
i=K1+1

where th =[hy,ha..hx,], G is a K1 x Kj positive semi-
definite matrix, and p is the maximum transmit power of
the node. Moreover, for the case where all transmitting
nodes are cooperating, the maximum achievable rate can
be described as:

(7)

h,Gh!
R}k:log(l—i— d 21>

%
with K x K positive semi-definite matrix G.

2.1.1 Channel model

In order to examine the effect of limited feedback on
a complex communication scenario such as Glossy, we
must specify our channel characteristics. We start with
the signal received at receiver /, described in (1). Channel
vectors of receivers 1 to L with th =[hy, hyy, ... hgg] and
hi; € Cis the channel gain from transmitter k to receiver /
modeled as quasi-static, independent, and experience flat-
fading on the block length, which is a valid assumption for
low-power wireless devices such as Zigbee ([31], E 5.3).
These coefficients are calculated according to sy, = wiygks,
where small-scale fading wy; follows a complex normal
distribution CA/ (0, 1), and large-scale fading gi; depends
on the distance dj; between transmitter k and receiver /
([31], E 5.3) as follows:

{ 40.2 +20log(dy) ,dw <8 m
8kl =

58.5 + 33 log(dkl/8) ,d > 8 m ®)

which corresponds to a path loss exponent of 2 for the first
8 m and a path loss exponent of 3.3 for distances larger
than 8 m. To ensure g > 0 according to (8), we con-
sider only the topologies where the distance between any
pair of nodes exceeds 0.1 m, which is reasonable in real
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deployments [32]. We denote the normalized channel vec-
tor l;l = ﬁ, where 1;1 is a unit vector that describes only
the channel direction. Moreover, in our model, transmit-
ters are assumed to know the channel quality information
(CQI), represented by ||hy||, perfectly, while each receiver
[ is assumed to know local CSI h; through pilot train-
ing [33, 34] at the beginning of transmission which is not
the focus of this work. CSI is then quantized and shared
with transmitting nodes through a limited feedback chan-
nel as described in Section 2.2. Finally, z; is the additive
white Gaussian noise with a complex normal distribution

7~ CN(0,0p).

2.2 CSlfeedback

Quantization is done using randomly generated vector
quantization codebooks independently at each receiver. A
codebook C contains 28 K-dimensional unit norm vectors
randomly drawn from the isotropic distribution on the

K-dimensional unit sphere where C E {c1,¢2,....co8}. In
addition to being mathematically tractable, random vector
quantization (RVQ) performs close to optimal quantiza-
tion as feedback bits B — oo [35]. This can be indepen-
dently applied at each receiver / where the closest vector c;
to the normalized real channel h; is chosen. The index i is
then broadcasted to active transmitters using B feedback
bits. The RVQ process is performed such that the closest
vector ¢; to the normalized real channel ﬁl has to be cho-
sen. We consider the Euclidean distance, defined as the
norm of the difference between c; and h;, as a measure of
closeness. Each receiver must choose the closest vector ¢;
to the normalized channel h; independently. This is done
by solving the following problem:

. . ~ 2
ij=arg min |lh;—c| )
1<i<28
Since the norm of the error vector is:

18112 = |Ihy — hy|? (10)

where the hy is the quantized channel vector based on the
Euclidean distance, this manner of choosing the quantized
channel vector results in the minimum error norm possi-
ble. Unfortunately, the statistical behavior of this error is
not available in closed form.

2.2.1 Feedback overhead

Feedback is the operation of sharing quantized CSI
between receivers and transmitters. Each receiver node
[ must quantize and share its CSI using the feedback
channel. Thanks to the broadcast nature of the wireless
medium and assuming error-free feedback channels, it is
safe to assume that any wireless signal received success-
fully by the furthest node, can be received by all other
nodes, and the power needed for reliable transmission is
at least:
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=2 -1 max |d1j|2 (11)

1<j<Kj#l
where dj; is the distance from receiver / to transmitter j,
operator |.| denotes the Euclidean norm, and P; is defined
as the transmission power needed to distribute CSI from
receiver [ to all transmitters. The total feedback energy
overhead is computed as follows:

=f-1 max |dj]| 12
coop = ( ) Z | <=k j£l | l] ( )
where we can see the exponentlal dependency of Pcoop
on the number of feedback bits B and linear dependency
on the distances between receivers and transmitters. This

means that increasing the number of feedback bits B
will result in a higher cooperation over head in terms of
Peoop but will also result in a more accurate estimation
of the channels, leading to less transmit power. There-
fore, there must be an optimum number of feedback bits
B that minimizes the total energy consumption and max-
imizes energy efficiency. This brings us to our problem
statement, which we present in Section 2.3.

2.3 Problem statement

In order to efficiently manage the network resources
and achieve high energy efficiency in the state-of-the-art
Glossy [36, 37], we seek to analyze the feasibility of using
power control and transmission cooperation schemes
such as coherent multicast beamforming. To achieve our
goal, we first look at the problem of limited feedback,
where receiving nodes try to share their CSI with trans-
mitting nodes using B feedback bits. Increasing the num-
ber of feedback bits B used in CSI sharing results in a
better representation of the channels and lower quanti-
zation error. However, the consumed energy overhead by
reliably transmitting these feedback bits increases as well.
This results in a clear trade-off between the cooperation
gain achieved by coherent multicast beamforming among
the K transmitting nodes and the consumed energy over-
head due to CSI feedback. Therefore, there must exist
an optimal B, dependent on network parameters such as
topology, number of transmitters K, and density of the
network, that maximizes energy efficiency. This allows
us to solve a programming problem, that depends on
the CSI uncertainty parameter ¢;, and in turn optimal B,
that maximizes energy efficiency under quality of service
constraints (QoS) and guarantees successful reception as
follows:

mén tr (G) (13)
. - \H (2R -1)0c?
subject to(h;—i—S) G (h;—|—8) > (Hh”)zgl s Vie L,
)
(14)
S8l <€, (15)
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G>0. (16)

where all transmitters are assumed to be cooperat-
ing and minimizing the beamforming transmit powers
tr (G) and the feedback power under three inequality
constraints. Inequality (14) ensures the achievable rate
robustness against CSI uncertainty, inequality (15) limits
the maximum CSI uncertainty error, and inequality (16)
insures that cooperation multicast beamforming covari-
ance matrix G is positive semi-definite. This program-
ming problem results in maximizing the energy efficiency
and is solved and discussed in more details in Sections 3
and 4. Lastly, we look at the problem of choosing cooper-
ating nodes. We investigate how the choice of cooperating
transmitters Kj affects energy efficiency, whether there
exists an optimum coalition and how to form it.

3 Transmit beamforming optimization under
limited feedback

In our previous work [5], we considered the case of mul-

ticast beamforming under the assumption of perfect CSI

available at both transmitter and receiver. The follow-

ing programming problem was solved for the optimal

precoder G:

tr (G)

min
G

subject to  h;Ghi > (2F — (17)

G>0

where the inequality G > 0 means that G is a positive
semi-definite matrix. The programming problem in (17)
is a convex problem with a linear objective function, con-
vex constraint set, and is formulated as explained in [9].
To solve it, we use CVX, a MATLAB package for solving
convex programs [38, 39].

Unfortunately perfect CSI knowledge at the transmitter
side is not always possible as in this work, where limited
feedback is considered. Therefore, based on the available
CSI provided to the transmitters through limited feedback
and using the uncertainty model explained in Section 2.2,
the transmitter has to estimate the real channels in order
to calculate the appropriate beamformer. First, in order to
satisfy the QoS constraints at each receiver /, the following
must hold:

1) 012; vVie L

h;Gh}!
log |1+ 5 >R;VleLl (18)

9]
The real channel h; can be written in terms of the quan-
tized channel direction h; and the channel norm ||h;|| as
such:

by = [1h[lh; = [Ihy] (B + ) (19)

We assume that both ﬁ; and ||hy|| are known by the trans-
mitter. Therefore, after some algebraic manipulations,
(18) can be written as:
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(ﬁz + 51) G<ﬁz +51>H > M ;

|Ihy[|? (20)

Vie £,V |8l <e¢

where ¢; is an upper bound on the norm of quanti-
zation error. In order to design a beamformer that is
robust against quantization error, the transmitters must
minimize the transmit power while satisfying the rate
constraints in (20). Using (20) and (17), the robust
beamforming optimization problem can be formulated
as in (13).

Since the quantization error vector §; is random and
exact knowledge of its direction is not available at the
transmitter, we modify the optimization problem mathe-
matically so it can be solved numerically. To that purpose,
we apply some simplification and algebraic modifications
to the constraints in (20) similar to the analysis done in
[40]. The robust beamforming optimization problem in
(13) becomes equivalent to the following semi-definite
programming problem which can be solved by a MAT-
LAB tool for convex optimization known as CVX [38, 39]:

min tr (G)
GQ.u
@R - 1o}

A ~H
subjectto h;(G—Qh; — 612/1, > e
)

Viel,u>0,G>0
Q G >0
GG+ ud
(21)
Based on S-procedure and Schur complement as

explained in Appendix A and B, respectively, we first
transform the rate constraints in (20) as:

H S asH L H
8Gés;" + 2hGs;" +hyGh; —z>0;
Vie L,V :—lI8]* +ef >0

R_1\~2
(2“th|)20’ , and [|8]]> = 8M8. According to S-

procedure, this holds if and only if there exists © > 0 such
that:

G+l Gh;
~ ~ ~H 2 E 0:
hlG hlGh[ - El n—z
This provides us with two separate cases for u. First, we

examine the case where ;1 > 0. Using Schur complement,
(23) can be written as:

(22)

where z =

(23)

hGh — e —z— GG+ ul] " Gh, >0 o1
hGh —WG[G+ul] ' Gh —eu >z

Second, we introduce Q, where Q > [G + uI]™' G. The
robust beamforming optimization problem in (13) can be
rewritten as:
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mi tr (@)
GQ.u
~ AH o~ ~H 28— 1) o?
subjectto h;Gh; —h;Qh; — elzu > (”h”)21 ;
!
VielL,u>0,G>=0
Q-[G+ul'G=0
(25)

By applying Schur complement to the constraint in (25), it
can be transformed equivalently into:

mi tr (G
min (G)
. ~H 2R —1)o?
subjectto h;(G—Q)h; — elzu > (thil ;
[
VielL,u>0,G>=0
Q G -0
GG+ul |~
(26)
Second, for u = 0, (23) amounts to:
G Gh,
o T >0 (27)
hlG hlGh[ —Z

and equivalently

-H G  Gh [_ﬁl]
— ~ - - = —Z > 0
[ by 1] |:h1G nGh -z |1 =
(28)

which means that the constraints in (26) can be satisfied
for the case of & = 0 by having Q = G and can hereby be
included into (26), arriving to the final result in (21). Algo-
rithm 1 shows the operations done at each transmitting
node after receiving the feedback signal.

Algorithm 1 Transmitter operations

1. Input: Pr,, K, ¢

2: OQutput: G
3: Calculate:
arg min tr (@)
GQu
R ~H 2R—1 O’2
subjectto h;(G—Qh;, —efu> % ’
o [
Viel,u>0,G>0
Q G >
GGH+ul |~

4: Multicast transmission
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Algorithm 2 Feedback generation
1: Input: Pr,, K, R
2. Output: B*
3. Calculate:

arg min & (G)+ (2% —1) max |dy?
Be,G,Qn ISISK!/#I
. “H R—1)o}
subject to h(G-Qh, —elu>— "L
B* = : [LYIIR
nw>0,G>=0
Q G -0
GG+ul |~
4 Transmit feedback with power P, = (25" —

1) max |d;/~|2
1<j<Kj#l

4 Maximizing energy efficiency through feedback
optimization
First, we evaluate the effect that the number of feedback
bits B has on energy efficiency of an arbitrary single hop
within a Glossy flood. This is the first step towards opti-
mizing the number of feedback bits B from an energy
efficiency point of view. To do so, we must define our
performance measures. So, we begin by defining energy
efficiency as introduced in [41] as follows:
Goodput

E = - (29)
Total energy consumption

where, in our scenario, the average rate is defined, simi-
lar to the formulation in [42], as the average successfully
received rate at each receiver, and the total energy con-
sumption is the sum of transmit energies for all K trans-
mitters and the cooperation overhead Pcoop as defined in
(12). The energy efficiency can be rewritten as such:

_ (1—Pry)R
tr (G) + Peoop
where Pr, is the outage probability fixed to an application
specific minimum acceptable value, and R is the source
rate fixed at 250 kbps as in the IEEE 802.15.4 standard
[31].
In order to maximize energy efficiency, we need to
consider the following optimization problem:
1—Pry)R
max EE= —_ PR
B(e) ir (G) + Peoop

(30)

(31)
Due to the fixed nominator, this problem is equivalent to:

min & (G) + (2B<E> - 1)

2
max |dj;
B(o) | l]|

1<j<K j#1 (2

Unfortunately, due to the lack of a closed form expres-
sion for B in terms of ¢, this optimization problem can
not be simultaneously solved for G and B. Therefore, an
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offline database created using network statistics is saved
at each node, where € can be chosen as a function of K, B,
and Pr,. An example of the offline database is shown in
Fig. 3 for Pr, = 5%. After that, the programming problem
in (32) can be solved independently at each receiver node
for each B in order to find B* that achieves the minimum
consumed energy for the application specific Pr, require-
ment. The feedback generation algorithm in Algorithm 2
shows the operational steps carried out at each receiver
node, while the flow chart in Fig. 4 shows the protocol
operations flow at each node.

A simple example can be seen in Fig. 5 with four
transmitting nodes waiting for receiver feedback and
three receiving nodes executing Algorithm 2. Due to
different positions, each receiver will have a relation
between consumed energy and B. The dependency of
consumed energy on the number of feedback bits B
for each receiver is calculated and shown in Fig. 6.
We can see there that it is possible that B* would be
different for each receiver depending on its position
in the network. In our example, receivers 1, 2, and 3
will choose 2, 3, and 5 bits, respectively, for feedback
transmission.

Error Database Example. An example of the offline
database saved at each node where € can be chosen as a
function of K, B, and Pr,. In this example, Pr, is set to 5%

5 Coalition formation

The proposed enhancements of the Glossy approach are
divided into two parts. The first part is a feedback gen-
eration at receiving nodes, followed by multicast beam-
forming at transmitting nodes as explained in Sections 3
and 4, respectively. The second part is a coalition for-
mation strategy that chooses cooperating transmitters in
order to maximize energy efficiency. In this section, we
analyze the effect of coalition size and participant trans-
mitters on energy efficiency and if there exists an opti-
mal choice of cooperating nodes that maximizes energy
efficiency.

For this part, we allow a subset of all transmitting nodes
to cooperate. Our goal is to show the possibility that a cer-
tain cooperating group of transmitters (coalition) exists to
maximize energy efficiency. It is important to note that
this study is to show the effectiveness of coalition forma-
tion and not to demonstrate how it can be implemented
in a distributed fashion. First, feedback operation is per-
formed as explained in Section 2.2, where the receivers
provide the CSI to the K transmitters. In order to mini-
mize the energy consumed in the cooperation phase, the
transmitter furthest away from all receivers is removed
from the coalition. If this elimination operation improves
the energy efficiency of the transmission, the next furthest
away transmitter is removed. Elimination stops when the
energy efficiency starts to deteriorate and the coalition is
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B in bits

3
Number of transmitters K

Fig. 3 Error Database Example. An example of the offline database saved at each node where € can be chosen as a function of K, B, and Pr. In this

example, Pr, is set to 5%

returned to the last step. This greedy transmitter selection
operation is explained in Algorithm 3.

This operation results in a coalition of K or less trans-
mitters. The effect of this enhancement on energy effi-
ciency and energy consumption compared to both normal
Glossy and Glossy with transmit beamforming will be
demonstrated in Section 6.

6 Results and discussion
We evaluate the performance of the proposed approach
in two different cases. First, we consider an intermediate

Algorithm 3 Greedy transmitter selection coalition for-
mation (GCF) algorithm based on minimizing energy
consumption and maximizing energy efficiency

1: loop
2 Calculate: max max |dj;| Find the transmitter that
i

is contributing the most to Peogp.

3 Remove transmitter i from the coalition

4:  Calculate new energy efficiency

5. if Energy efficiency increases then

6: Continue Repeat from the beginning without
transmitter j.

7. else

8 Break Transmitter j remains in the coalition.

9:  end if

10: end loop

stage in a Glossy flood with K transmitters and L receivers.
This case is considered for Fig. 7. Second, we consider
a complete Glossy flood in a network of A nodes, where
a random node initiates the flood. Then, we apply the
standard Glossy and the robust multicast beamforming
approach with and without coalition formation and eval-
uate the performance of each approach at the end of the
flood, as in the case of Figs. 8 and 9.

We generate network topologies using a binomial point
process with A = k+L nodes randomly and independently
deployed in a square area. We then evaluate energy effi-
ciency using robust multicast beamforming for different
values of network side length in meters. Our results are
averaged over 100 independent realizations of the net-
work for the same A. Irrespective of the topology, all
transmitting nodes have a source rate R = 250 kbps which
corresponds to the default setting as prescribed by the
IEEE 802.15.4 standard. The first step to optimize the sys-
tem is solving the programming problem in (21) for each
receiver independently. After that, each receiver chooses
the number of feedback bits B that minimizes energy con-
sumption. This is shown together with the algorithm steps
in Section 3.

6.1 Tightness of bounds

The programming problem in (21) is designed to min-
imize transmit power under QoS constraints. However,
minimizing transmit power does not always mean an
increase in energy efficiency. Other factors affect energy
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[ Receiver state ]

|

[ Start J
Initiator Yes Transmit data
node with Pmag
No
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—»[ Feedback generation ) N > Nmaz
Yes l

[ Stop ]

No Successful
Reception
Yes
Yes
[ Wait for Feedback ]
A
[ Transmit state ] N > Nmaz
No

Fig. 4 Protocol operation. Commands executed at any node during the proposed protocol

efficiency such as outage probability and feedback over-
head Pco0p which can be seen in (30). Modifying the opti-
mization problem depends on the reliability requirements
of the application. For example, in critical applications,
an upper bound on the outage is needed. Therefore,
we use the CDF of ||8]|> acquired by empirical means
where outage probability is upper bounded as such Pr, <
Pr (||8]|*> > €*) and we solve for €(B,K). This bound is
not a tight bound because of the random direction of the

error §, which can result in a better or worse quantized
channel h; than the real channel h;, depending on the
direction of the error. Using this approach of accounting
for worst case performance results sometimes in over sat-
isfying the reliability requirements, hence a loss in terms
of energy efficiency. However, the system can be solved
for different number of feedback bits B and ultimately
find the optimum B* that maximizes energy efficiency
while maintaining a maximum outage probability Pr,. The
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tightness of our bound can be seen in Fig. 7, where the
reception ratio resulting from solving our robust opti-
mization problem in (21) is calculated for different values
of €2. This is compared in the same plot with the empirical
CDF of ||8]|? for the simulation scenario of K = 3and B = 4.
It is critical here to emphasize the relationship between
the CDF of €2 and the reception ratio. Assuming that we
use an €2 corresponding to a 90% in the CDF, this means
that 90% of the square of the quantization error norm is
indeed below this value, in turn, resulting in a successful
reception 90% of the time. However, It is easy to notice
that achieving 90% reception ratio requires a smaller €2
than the one retrieved from the CDF information available
at the transmitter. This bound can be tightened further by
means of iterated optimization, where instead of minimiz-
ing ||8]|%, we minimize 8 G8. This results in recursively
choosing a quantized channel h; and a beamformer G that
further maximize energy efficiency under rate constraints.
We leave this approach for future works, and we focus on
optimizing the number of feedback bits B using offline
databases stored at each node as explained in Section 3.

6.2 System level performance

We now test the performance of our proposed algorithm
against state-of-the art Glossy. We consider nine sensor
nodes randomly deployed in a square network with vary-
ing side length. One randomly chosen node initiates a
flood with a required minimum reception ratio of 95%
(Pro = 5%), then energy consumption and energy effi-
ciency are calculated at the end of the flood for both
Glossy and the proposed algorithm. Both metrics are plot-
ted in Figs. 8 and 9 against network side length in meters.
Since the number of deployed nodes is fixed, varying the
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network side length can be seen as varying the network
density. First, we notice an increase in power consumption
and decrease in energy efficiency for less dense scenarios.
This is a result of the flood generating more waves to reach
the edges of the network. For example, in a very dense
network, once a node initiates a flood, it is very probable
that all nodes in the network will receive the information,
hence the flood ends in two waves. However, for less
dense scenarios, less nodes will receive the data success-
fully from the initiating node, resulting in more waves and
consuming more energy. Second, energy efficiency behav-
ior in Fig. 8 shows that our proposed algorithm greatly
outperforms Glossy in dense networks, where nodes are
close to each other and the cost of feedback (12) is not too
high. This is expected since the feedback power needed
for cooperation depends on the distance between nodes.
On the other hand, in less dense scenarios, our proposed
algorithm faces a degradation in performance due to the
increase in feedback energy consumption. This shows that
the proposed algorithm is best suited for dense networks
scenarios where cooperation provides an edge in energy
efficiency.

7 Conclusions

We have studied the problem of robust multicast beam-
forming in Glossy under imperfect CSI and limited feed-
back. It was shown that coherent multicast beamforming
can lead to significant gains in terms of energy efficiency.
By studying the effect of number of feedback bits B on the
performance, we show that there exists an optimal B that
maximizes energy efficiency. Moreover, the problem was
solved for a specific maximum allowed outage probability.
The results show that stricter outage requirements, result

Receiver Nodes
9 Transmitting Nodes O
S
7
= 6
g o
=
Z; o
~
3 [
2
(D O
% 1 2 3 7 S 9 10

provide transmitters with imperfect CSI

5
X - position

Fig. 5 Network example. Sensor network example with four transmitters in white and three receivers in black. Receivers generate feedback to
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Fig. 6 Energy consumption. Energy consumption of feedback and multicast transmission of four transmitters calculated at three different receivers
for different number of quantization bits B. Each receiver chooses B* that minimizes energy consumption

in higher values of optimal B*. The upper bound used
on the outage probability can be tightened using iterative
beamforming, resulting in lower transmit power while
still satisfying the rate constraints. However, we leave this
for future investigations. Finally, a study was performed
to examine the effect of selecting certain transmitting

nodes for cooperation on energy efficiency. The simula-
tion results showed that energy efficiency can be further
improved by reducing the number of cooperating trans-
mitters by means of greedy transmitter selection. The
exact distributed implementation of mentioned algorithm
is left for future efforts.
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Appendix 1: S-procedure

The S-procedure gives conditions under which a par-
ticular quadratic inequality is a consequence of another
quadratic inequality [43]. Let A; and Aa be symmetric
matrices, by and by be vectors, and ¢; and ¢, be constants.
Assuming there exists some x such that:

xTAx+2bix+¢;1 >0 (33)
then the following holds:
xHAyx + 2box 4+ ¢2 > 0 (34)
if and only if there exists a > 0, such that:
Az by A1 by
I:bZH ¢ } M[blH C] } EO (35)

Appendix 2: Schur complement
The Schur complement is defined as follows. Assume
having:

A B
M:[CD]EO (36)

where A, B, C, and D are matrices, and D is invertible.
Then, the Schur complement of D in M is:

A—-BD'Cc>0 (37)

However, if A is invertible, then the Schur complement of
Ain M is:

D—-CA'B>0 (38)
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