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1 Introduction
It is well known that the term ‘elliptic boundary value problem’ means not only satisfying
certain equation in inner points of a manifold, but satisfying some boundary conditions
as well. But it is not enough. These boundary conditions have been assiciated with inner
equation, and these conditions of concordance are called Shapiro-Lopatinskii conditions.
Indeed, this condition is a non-vanishing determinant of a certain system of linear alge-
braic equations. But it is true for smooth boundary only, because it may be locally straight-
ened by diffeomorphism transforming to a hyper-plane. So, locally, one considers a model
problem with frozen coefficients in a half-space. Originating boundary conditions are de-
termined by an infinite number of solutions, which are linear combinations of some arbi-
trary functions. For unique defining of these functions, one needs certain additional con-
ditions. Such conditions are more usable as traces of certain pseudo-differential operators
on a boundary.Of course, there is a possibility for other kinds of boundary conditions. This
phenomenon was explained mathematically in papers by Vishik and Eskin (see []) using
the concept of factorization for an elliptic symbol of a pseudo-differential operator. The
author tried to apply this idea to a multidimensional situation and non-smooth boundary
[], and for some cases, typical analogues of the mentioned results were obtained. How-
ever, for general boundary conditions, this problem is very hard, and maximum that we
can obtain is the equivalent system of linear difference equations for defining arbitrary
functions. This is the main conclusion of this paper.
One can findmany other approaches to the theory of boundary value problems onman-

ifolds with non-smooth boundary in [–].
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2 General boundary value problem
Let A be a pseudo-differential operator with symbol A(ξ ), ξ = (ξ, ξ) which satisfies the
ellipticity condition:

c ≤ ∣∣A(ξ )( + |ξ |)–α∣∣ ≤ c, α ∈ R, (∗)

where c, c are positive constants.
By wave factorization of A(ξ ) with respect to the cone Ca

+ = {x = (x,x) ∈ R : x >
a|x|,a > }, we mean its representation in the form

A(ξ ) = A�=(ξ )A=(ξ ),

where the factors A�=(ξ ), A=(ξ ) must satisfy the following conditions:
() A�=(ξ ) is defined, generally speaking, on the set {x ∈ R : ax �= x } only;
() A�=(ξ ) admits an analytical continuation into the radial tube domain T(

∗
Ca
+) over the

cone
∗
Ca
+= {x ∈ R : ax > |x|}, which satisfies the following estimate:

∣∣A±
�= (ξ + iτ )

∣∣ ≤ c
(
 + |ξ | + |τ |)±æ, ∀τ ∈

∗
Ca
+ .

Similar properties must have the factor A=(ξ ) with change –
∗
Ca
+ instead of

∗
Ca
+ and α –æ

instead of æ.
The number æ is called an index of wave factorization of A(ξ ) with respect to the

cone Ca
+.

A convenient scale of spaces for studying pseudo-differential equations in infinite an-
gle Ca

+ is the scale of Sobolev-Slobodetskii spaces. By definition, the space Hs(R), s ∈ R,
consists of (generalized) functions u(x) for which their Fourier transforms u(ξ ) are local
integrable in Lebesgue sense functions, and the norm is finite:

‖u‖s =
∫
R

∣∣ũ(ξ )∣∣( + |ξ |)s dξ < +∞.

The space Hs(Ca
+) consists of functions from Hs(R) with support in Ca

+ (closure of Ca
+).

We are interested in solving the equation

(Au)(x) = f (x), x ∈ Ca
+, ()

in the spaceHs(Ca
+) if the right-hand side is taken from the spaceHs–α

 (Ca
+) of S′(Ca

+) distri-
butions which admit a continuation lu on the whole R, and this continuation belongs to
Hs–α(R). The norm in Hs–α

 (Ca
+) is defined by formula ‖u‖Hs–α

 (Ca
+) ≡ ‖u‖+s–α = inf‖lu‖s–α .

We suppose the symbol A(ξ ) admits the wave factorization.
For functions fromSchwartz class (infinitely differentiable rapidly decreasing at infinity),

we define the integral operator

(Gu) = lim
τ→

∫
R

u(y, y)dy
(x! – y) – a(a – y + iτ )

, x ∈ R.

The following theorem is valid [].
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Theorem  Let æ – s = n + δ, n > , n ∈ Z, |δ| < /. Then equation () for an arbitrary
right-hand side f ∈ Hs–α

 (Ca
+) has solutions from Hs(Ca

+), and their Fourier transforms are
written by formula

ũ(ξ ) = A–
�= (ξ )×

(
Q(ξ )GQ–A–

�= l̃f

+
n–∑
k=

(
c̃k(ξ – aξ)(ξ + aξ)k + d̃k(ξ + aξ)(ξ – aξ)k

))
, ()

where ck , dk are arbitrary functions from Hsk (R–), Hsk (R+), respectively, R+ = {x ∈ R :
±x > }, sk = s – æ + k + /, k = , , . . . ,n – , Q is arbitrary polynomial satisfying the
estimate (∗) for α = n, and formula () describes all possible solutions of equation ().

The solution () depends on n arbitrary functions ck , dk , and to remove this non-
uniqueness of solution, we will give n boundary conditions on every angle sides ∂Ca

+ in
the following form:

(Bju)|x>
x–ax=

= gj; (Bju)|x<
x–ax=

= gj, ()

where Brj, r = , , are pseudo-differential operators with symbols Brj(ξ ) of homogeneity
order βr,j satisfying the estimates

∣∣Brj(ξ )
∣∣ ≤ c|ξ |βrj ;  ≤ βrj ≤ s – /.

Passing to Fourier images in (), previously making the linear change of variables, which
transfers Ca

+ to the first quadrant, we have

∫ +∞

–∞
BjŨ(ξ )dξ = g̃j(ξ);

∫ +∞

–∞
BjŨ(ξ )dξ = g̃j(ξ); ()

B′
rj(ξ ) = Brj

(
ξ – ξ

a
,
ξ + ξ

a

)
, Ũ(ξ ) = ũ

(
ξ – ξ

a
,
ξ + ξ

a

)
.

Then, with the help of the same change, we will write the general solution of equation
() in the form

Ũ(ξ ) = F(ξ ) + a–�= (ξ )
n–∑
k=

(
c̃k(ξ)ξ k

 + d̃k(ξ)ξ k

)
,

F(ξ ) =
(
A–

�= QGQ–A–
�= l̃f

)(ξ – ξ

a
,
ξ + ξ

a

)
,

a–�= (ξ ) = A–
�=

(
ξ – ξ

a
,
ξ + ξ

a

)
.

Substituting Ũ(ξ ) into equations (), we obtain the following system:

⎧⎨
⎩

∑n–
n= bjk(ξ)[c̃k(ξ) +

∫ +∞
–∞ Kjk(ξ, ξ)d̃k(ξ)dξ] = g̃ ′

j(ξ) – Fj(ξ),∑n–
n= bjk(ξ)[d̃k(ξ) +

∫ +∞
–∞ Kjk(ξ, ξ)c̃k(ξ)dξ] = g̃ ′

j(ξ) – Fj(ξ),
()
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where

Fj(ξ) =
∫ +∞

–∞
B′
j(ξ )F(ξ )dξ; Fj(ξ) =

∫ +∞

–∞
B′
j(ξ )F(ξ )dξ,

bjk(ξ) =
∫ +∞

–∞
B′
j(ξ )a

–
�= (ξ )ξ k

 dξ; bjk(ξ) =
∫ +∞

–∞
B′
j(ξ )a

–
�= (ξ )ξ k

 dξ,

Krjk(ξ ) = ξ k
r b

–
rjk(ξr)B

′
rj(ξ )a

–
�= (ξ ), r = , .

Let us note that the kernels Krjk(ξ ) in the system of integral equations () are homoge-
neous of order –. Indeed,

bjk(lξ)
∫ +∞

–∞
B′
j(lξ, ξ)a

–
�= (lξ, ξ)ξ k

 dξ =
∫ +∞

–∞
B′
j(lξ, lξ)a

–
�= (lξ, lξ)(lξ)kl dξ

= lβjl–ælklbjk(ξ) = lbj–æ+k+bjk(ξ);

Kjk(lξ, lξ) = (lξ)kl–b+æ+k+b–jk(ξ)Bj(lξ )a–�= (lξ )

= l–βj+æ–k–lβj l–ælkξ k
 b

–
jk(ξ )B

′
j(ξ )a

–
�= (ξ ) = l–Kjk(ξ )

and, analogously, for Kjk .

3 Originating difference equations
So, we have obtained the system of n linear integral equations with n unknowns; more-
over, kernels of these equations are homogeneous of order –. To apply the Mellin trans-
form [], we introduce the following notations. For all ξ > , ξ > , let

K ()
rjk (ξ, ξ) = Krjk(ξ, ξ), K ()

rjk (ξ, ξ) = Krjk(–ξ, ξ),

K ()
rjk (ξ, ξ) = Krjk(–ξ, –ξ), K ()

rjk (ξ, ξ) = Krjk(ξ, –ξ),

and then c()k (x) denotes the restriction c̃k(x), x ∈ R, on (;+∞); c()k (x) is the restriction
c̃k(–x) (;+∞). Analogously, we define d()

k (x), d()
k (x), g()rj (ξr), g

()
rj (ξr), F

()
rj (ξr), F

()
rj (ξr).

Let us consider the equations from system () on a half-line: (ξ > , ξ < ) for the first
equation, and (ξ > , ξ < ) for the second one. In the equations of system (), we have
the following integrals:

∫ +∞

–∞
Kjk(ξ, ξ)d̃k(ξ)dξ,

∫ +∞

–∞
Kjk(ξ, ξ)c̃k(ξ)dξ,

for which it is necessary to represent them as a sum of integrals on a half-line.

∫ +∞

–∞
Kjk(ξ, ξ)d̃k(ξ)dξ

=
∫ +∞


Kjk(ξ, ξ)d̃k(ξ)dξ +

∫ 

–∞
Kjk(ξ, ξ)d̃k(ξ)dξ

=
∫ +∞


Kjk(ξ, ξ)d̃k(ξ)dξ –

∫ 

–∞
Kjk(ξ, –ξ)d̃k(–ξ)dξ

=
∫ +∞


Kjk(ξ, ξ)d̃k(ξ)dξ +

∫ +∞


Kjk(ξ, –ξ)d̃k(–ξ)dξ.
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One can also use analogous arguments for the second integral.
Taking into account these facts, we transform system () to a system of n linear non-

homogeneous integral equations on a half-axis of type

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

g()j (ξ) – F ()
j (ξ) =

∑n–
k= bjk(ξ)[c

()
k (ξ) +

∫ +∞
 K ()

jk (ξ, ξ)d
()
k (ξ)dξ

+
∫ +∞
 K ()

jk (ξ, ξ)d()
k (ξ)dξ],

g()j (ξ) – F ()
j (ξ) =

∑n–
k= bjk(–ξ)[c()k (ξ) +

∫ +∞
 K ()

jk (ξ, ξ)d()
k (ξ)dξ

+
∫ +∞
 K ()

jk (ξ, ξ)d()
k (ξ)dξ],

g()j (ξ) – F ()
j (ξ) =

∑n–
k= bjk(ξ)[d

()
k (ξ) +

∫ +∞
 K ()

jk (ξ, ξ)c
()
k (ξ)dξ

+
∫ +∞
 K ()

jk (ξ, ξ)c()k (ξ)dξ],

g()j (ξ) – F ()
j (ξ) =

∑n–
k= bjk(–ξ)[d()

k (ξ) +
∫ +∞
o K ()

jk (ξ, ξ)c()k (ξ)dξ

+
∫ +∞
 K ()

jk (ξ, ξ)c()k (ξ)dξ].

()

Let us note that the functions brjk(ξr), r = , , are homogeneous of order γjk , δjk and have
the following form:

bjk(ξ) =

⎧⎨
⎩Ajkξ

γjk
 , ξ > ,

Bjk(–ξ)γjk , ξ < ;
bjk(ξ) =

⎧⎨
⎩Cjkξ

δjk
 , ξ > ,

Djk(–ξ)δjk , ξ < ,

where γjk = βj – æ + k + , δjk = βj – æ + k + , Ajk , Bjk , Cjk , Djk are certain constants. To
obtain the system of integral equations (), the Mellin transform

F̂(s) =M
[
F(x)

]
=

∫ +∞


xs–F(x)dx

can be applied.
First, let us consider the Mellin transform for the first equation of system ().

M
[
g()j (ξ) – F ()

j (ξ)
]

=M

[ n–∑
k=

bjk(ξ)
[
c() (ξ) +

∫ +∞


K ()
jk (ξ )d()

k (ξ)dξ

+
∫ +∞


K ()
jk (ξ )d()

k (ξ)dξ

]]

=
n–∑
k=

M
[
bjk(ξ)

[
c() (ξ) +

∫ +∞


K ()
jk (ξ )d()

k (ξ)dξ

+
∫ +∞


K ()
jk (ξ )d()

k (ξ)dξ

]]
. ()

For our convenience, we will consider the Mellin transform of every summand in ()
separately.

M
[
bjk(ξ)c() (ξ)

]
=

∫ +∞


ξ s–
 Ajkξ

γjk
 c()k (ξ)dξ = Ajkĉ()k (s + γjk).
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For the second and third summands, we introduce the change of variables ξ
ξ

= t, so that
ξ = tξ, dξ = ξ dt,

M
[
bjk(ξ)

∫ +∞


K ()
jk (ξ )d()

k (ξ)dξ

]

=
∫ +∞


ξ s–
 Ajkξ

γjk


[∫ +∞


K ()
jk (ξ )d()

k (ξ)dξ

]
dξ

=
∫ +∞


ξ s–
 Ajkξ

γjk


[∫ +∞


K ()
jk

(
ξ

ξ
ξ, ξ

)
d()
k (ξ)dξ

]
dξ

= Ajk

∫ +∞



∫ +∞


ξ s–
 ts–ξ

γjk
 tγjkK ()

jk (t, )ξ–
 d()

k (ξ)ξ dξ dt

= Ajk

∫ +∞


ts–K ()

jk (t, )tγjk dt
∫ +∞


ξ s–
 d()

k (ξ)ξ
γjk
 dξ

= AjkK̂ ()
jk (s + γjk)d̂()

k (s + γjk).

Analogously, for the third summand.

M
[
bjk(ξ)

∫ +∞


K ()
jk (ξ )d

()
k (ξ)dξ

]

= Ajk

∫ +∞


ts–K ()

jk (t, )t
γjk dt

∫ +∞


ξ s–
 d()

k (ξ)ξ
γjk
 dξ

= AjkK̂ ()
jk (s + γjk)d̂()

k (s + γjk).

As a result, after the Mellin transform of the first equation (), we obtain a difference
equation of type

ĝ()j (s) = F̂ ()
j (s) +

n–∑
k=

Ajk
[
ĉ()k (s + γjk)

+ K̂ ()
jk (s + γjk)d̂()

k (s + γjk) + K̂ ()
jk (s + γjk)d̂()

k (s + γjk)
]
.

Analogously, we obtain left difference equations from system (). Finally, our system of
integral equations () is transformed to the system of difference equations of the form:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ĝ()j (s) = F̂ ()
j (s) +

∑n–
k=Ajk[ĉ()k (s + γjk)

+ K̂ ()
jk (s + γjk)d̂()

k (s + γjk) + K̂ ()
jk (s + γjk)d̂()

k (s + γjk)]

ĝ()j (s) = F̂ ()
j (s) +

∑n–
k=(–)

γjk Bjk[ĉ()k (s + γjk)

+ K̂ ()
jk (s + γjk)d̂()

k (s + γjk) + K̂ ()
jk (s + γjk)d̂()

k (s + γjk)]

ĝ()j (s) = F̂ ()
j (s) +

∑n–
k=Cjk[d̂()

k (s + γjk)

+ K̂ ()
jk (s + γjk)ĉ()k (s + γjk) + K̂ ()

jk (s + γjk)ĉ()k (s + γjk)]

ĝ()j (s) = F̂ ()
j (s) +

∑n–
k=(–)

δjkDjk[d̂()
k (s + γjk)

+ K̂ ()
jk (s + γjk)ĉ()k (s + γjk) + K̂ ()

jk (s + γjk)ĉ()k (s + γjk)].

()

Theorem  Boundary value problem (), () is uniquely solvable if and only if the system
of difference equations () is uniquely solvable.
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Conclusion
The simple difference system of first order was found and described by the author re-
cently []. This example shows that even for the simplest cases, we obtain the system of
difference equations of first order with variable coefficients. There are no methods for
solving such systems, and we need to develop new approaches for this purpose.
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