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Abstract

This paper is concerned about a recently suggested axiomatic definition of power
functions on a general time scale and its consequences to fractional calculus. Besides
a discussion of the existence and uniqueness of such functions, we derive an efficient
formula for the computation of power functions of rational orders on an arbitrary
isolated time scale. It can be utilized in the introduction and evaluation of fractional
sums and differences. We also deal with the Laplace transform of such fractional
operators, which, apart from solving of fractional difference equations, enables a
more detailed comparison of our results with those in the relevant literature. Some
illustrating examples (including special fractional initial value problems) are presented
as well.
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1 Introduction

In the last decades, continuous fractional calculus, i.e., a calculus dealing with integrals
and derivatives of noninteger orders, evolved in a respected mathematical discipline with
a number of physical and technical applications (for more information we refer to mono-
graphs, e.g,, [1, 2]). Its key notion can be represented by the formula for the fractional
integral of a real function f

aDyf(t)zft%f(f)dr, t>a,y >0, )

where y is an order of integration. Note that the term ‘fractional’ is used due to a tradition,
because (1) allows to utilize not only rational, but also real and, in principle, even complex
values of y.

Contrary to the continuous fractional calculus, which has been studied for more than
300 years, its discrete counterpart is a rather new topic. It started by the pioneering works
[3, 4], where fractional operators were introduced for the g-calculus and the difference
calculus, respectively. Utilizing a current notation, corresponding fractional sums of an

appropriate function f can be written as

n

n _ k-1_\(r-1)
NVf(q"a) = Z(l - q’l)qka%f(qka), neZ,y>0 ()
k=1 a
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(g>0,q#1,a>0)and

" _ (y-1)
) =3 %ﬂk), neZ,y>o. a)

k=1

For more information on definitions of discrete power functions (-)2/) and (1)) we refer,
e.g,to[5, 6].

In the last decade, many authors proceeded with these ideas and studied properties of
corresponding fractional difference equations as well as further generalizations of this the-
ory, e.g., to h-calculus and (g, /1)-calculus (see, e.g., [5, 7-11] and [12-14]). In these papers,
the authors often preferred the notation based on the time scales theory, which easily ex-
poses similarities among the results derived in g-calculus, #-calculus, (g, /)-calculus and
the continuous case. However, this notation was employed only formally, since there was
no general time scale definition of the power function occurring in (1)-(3), therefore, the
achieved results could not be generally applied to other time scales.

On this account, some ideas regarding fundamental properties which should be met
by power functions on time scales were outlined in [15]. In [16], the authors introduced
fractional calculus (and by extension also power functions) via the Laplace transform.
However, this approach is limited to settings with the well-defined Laplace transform (see
[17]) and suffers by some technical difficulties, connected to the inverse Laplace transform.
Recently, in [6] and [18], the authors independently suggested an axiomatic definition of
power functions on an arbitrary time scale.

It this paper, we are going to continue in this research and discuss this definition and
some of its consequences. In Section 2, we recall basics of the time scales theory and
present some advanced results concerning a convolution and Laplace transform on time
scales. Section 3 is devoted to fractional calculus on time scales. In particular, we state
the definition of power functions and fractional operators, comment on their relations to
approaches in [6, 15] and [18], and point out several interesting properties. In Section 4,
we show that the suggested definition is well-posed on every isolated time scale and pro-
vides an effective formula for computing values of power functions of rational orders. We
also discuss a singular behaviour of negative-order power functions implied by proposed
axioms. Section 5 provides a link between our axiomatic definition and the Laplace trans-
form approach developed in [16]. We also present a few examples involving special frac-
tional difference equations, considered on various time scales. The paper is concluded by

Section 6, summarizing the obtained results and discussing some induced open problems.

2 Time scales preliminaries

A time scale T is an arbitrary nonempty closed subset of real numbers, e.g., the reals R,
arithmetic sequence hZ = {nh;n € Z} (h > 0), geometric sequence q_Z =cl{g”;sneZ} (g >
0, g #1) or their combinations denoted as T, (see [5]). If infT = a > —oo, we denote
T, = T\ a, otherwise T, = T. For any ¢ € T, we define the forward and backward jump
operator o (t) = inf{r € T;t > t} and p(t) = sup{r € T; t < t}, respectively. If p(¢) < t < o (¢)
forall ¢ € T such that inf T < ¢ < sup T, we speak of an isolated time scale. We also recall the
forward and backward graininess function u(t) = o (t) — £ and v(¢) = £ — p(t), respectively.

For detailed information on the time scales theory, we refer to [19, 20]. In the sequel, we
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utilize a notation (4, b)s = (a, b) N M, where M is an arbitrary subset of reals (analogously
for closed intervals).
The symbol Vf(t) is the nabla derivative of f : T — R at ¢ € T,. For our purposes, it is

sufficient to recall its form on isolated time scales when

vyt -Eo
and V”f(¢t) = V(V"f(t)) m € Z, m > 1). Similarly, we omit a general definition of nabla

integral and specify only its isolated time scale version

b a
/f(l')VT: > vE)f), /f(T)V‘L’ZO (4)

€ (ab]l T

for f being bounded on [a, b]t. Of course, it is possible to consider also the delta derivatives
and integrals. However, the nabla version seems to be more suitable for fractional calculus
as outlined, e.g., in [5, 14].

Time scale derivatives and integrals are related by several useful rules (see, e.g., [20]),

eg,
[ ve@e)ve- [ vrweoves [ fpw)vemve, 5)
[ vr@ve=ro-so, (6)
t ®
Vt/ y(t,r)Vr:/p Vy(t, )V + y(t, t), (7)
v, / e, 9V = / Va9V - y(5,0(5) ®)

where f, g and y are real functions such that the integrals exist and V; represents the
derivative with respect to ¢ (an omitted index implies the derivative with respect to the
first variable).

To utilize the time scales theory as a unification of continuous and discrete fractional
calculus, we have to introduce reasonable extensions of standard definitions of some re-
lated notions (see, e.g., [20]). In this connection, we recall the family of monomials }Azm

defined for integers m via the recursion

ljlo(t;S) = 1; (9)
~ t ~
h,y(2,8) :/ Wy (t,8)Vr, melZ’. (10)
S
Now, we present some advanced results, related to the Laplace transform and convo-

lution on time scales. We start with the definition of nabla Laplace transform introduced
in [17].


http://www.advancesindifferenceequations.com/content/2013/1/259

Kisela Advances in Difference Equations 2013, 2013:259 Page 4 of 18
http://www.advancesindifferenceequations.com/content/2013/1/259

Definition 2.1 Leta € T, where T is a time scale such that sup T = oo and sup{v(¢£); ¢t €
T.} < oo. The Laplace transform of f : (@, 00)r, — R is defined by

Ea{f}(z)Z/ f(©)e.(a,p(r))Vr forze D(f),

where D, (f) consists of all z € C, for which the improper integral exists, and for which
1-2zv(t) #0 for all £ € (a,00)t .. The symbol &, denotes the nabla time scale exponential

function (see [20]).

Remark 2.2 Clearly, a necessary condition for existence of L,{f}(2) is lim;_.of(7) -

ez(a, p(7)) = 0.

By a modification of the proofs presented in [17, 21], we can prove analogues of many
important properties of the Laplace transform known from continuous analysis. For our

purposes, we recall

Lalhn(a)}@) =2, melZ, (11)
m-1

LAV"f1@) =2"Lalf}2) = Y 2V T ()1 m e, (12)
j=0

Regarding one of key results connected to the Laplace transform, the convolution theo-
rem, we first have to introduce a convolution on time scales. This issue was solved in [22]

for the case of the delta calculus. We adapt this approach for the nabla calculus.

Definition 2.3 Let a € T. The shift of f : (a,00)r — R is defined as the solution of the
shifting problem

Veu(t, p(s)) = -Veult,s), s,teT,t>s>a,
u(t,a)=f(t), teT,t>a.
Remark 2.4 (i) If the graininess is constant, the shifting problem has a unique solution
u(t,s) =f(t—s).
(i) For all £ € T, the shift of /1,,(¢,&), &.(t,€) (m € Z§, » eR) is Bo(8,5), &:.(4,9), respec-
tively (see [22]).

Definition 2.5 Let s,¢ € T be such that ¢ > s. The convolution of f,g: T — R is defined
by

t
(f x2)(t,s) = / F (& p(1))g(r)Vr, wheref is the shift of f.
S
Theorem 2.6 Let f, g be functions such that L,{f}(z), L.{g}(z) exist. Then

Ea{(f *g)(,a)}(z) = ﬁﬂ{f}(Z) . Ea{g}(z)
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Proof Analogous assertion was proved in [22] for the delta calculus. We utilize a similar
technique with several adjustments better suiting our purposes.
Utilizing the formulas faT f;f(t,r)VtVt = faT pr(T)f(t,t)VtVr and &,(t,s) = &,(t,&) -

e,(&,s) (see [20]), we can write

Ll @)@ = [ settla o) Ve
- [ edapo) [ Flepo)etveve
- [ swtan@) [ eow),po)f (e o) veve
a p(7)

- [ etwlela @) ¥ (oo ve, (13)

where W(s) = [ ©e,(s, p(t))f(t, s)Vt. We show that W(s) is constant, i.e., its derivative is

s

zero. Indeed, employing (8), (5), Definition 2.3, Remark 2.4(ii), (6) and Remark 2.2, yields

V,U(s) = V, / &(s, p(0)f (t,5)Vt = f Vi(&:(s, p(0)f (2,5)) VE £ (5, 0(5))

~

= [ (el p0) (06) + 2. 500) VG0 9) 25 09)
= / T (Vs 076 0(9) ~ (5 PO)ViF (6 )) Vi - (s, (9)

- [ Vel 07006 VE 47 (50)

~

= —[e(s, 0 (8. 06)) ] —F (s, 0(5)) = 0.

Hence, substituting W(po(7)) = W(a) into (13), we obtain L {(f * 2)(,a)}(z) = L.{g}(z) -
La{f}(2). O

3 Foundations of fractional calculus on time scales
As indicated by (1)-(3), the issue of fractional calculus in the time scales theory is con-
nected to the problem of defining appropriate power functions. A standard method, based
on a generalization of explicit formulas for monomials to noninteger values of s, is effec-
tive only in special cases (hZ, 4, T4m» R). In general, the explicit formulas for monomials
are not known, therefore, a different approach is required.

Recently, in [6] and [18], there were independently suggested quite similar axiomatic

definitions of time scales power functions. We develop the one presented in [18].

Definition 3.1 Lets, £ € T, andlet 8,y € (-1, 00). The time scales power functions iz,g (t,s)
are defined as a family of nonnegative functions satisfying
@) [ hp(t, p(2)hy (2,5)VT = hgeyalt,s) for t > s,
(i) ho(t,s)=1fort>s,
(iii) /2p(t,2) =0 for 0 < B <1.
Further, the parameter $ in iz,g (¢,s) is called the order of the power function h (t,s).
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Compared to the definition in [6], the key underlying ideas are basically the same. How-
ever, some additional conditions are prescribed in [6]. The main difference lies in the con-
dition leg(t,s) =0, whenever t < s for all 8 > —1. In our opinion, this assumption creates an

inconsistence with the definition of time scales monomials (}Azo(t,s) =1foralls,t € T)and
_ (=9
T T(B+D)

for t < s). Thus, we prefer to leave the values of izﬁ(t, s) undefined for ¢ < s (they do not oc-

with the well-known power functions on T = R (izﬁ(t,s) is in general undefined
cur in fractional calculus anyway). The consequences for ¢ = s will be discussed later. We
point out that for ¢ > s, our definition coincides with [6, Definition 3.2] and with histori-
cally established power functions on R, 4Z, q_Z, T,» and their subintervals (see [6] and
[18]). We note that condition (i) in Definition 3.1 first appeared without a deeper analysis
or discussion in [15].

Remark 3.2 The well-posedness of Definition 3.1 was not discussed in [6] nor [18]. In
Section 4, we show that it determines uniquely at least the power functions of rational
orders on isolated time scales. In the remaining part of the current section, we assume
that the power functions on corresponding time scales exist.

Lemma 3.3 Letme Z*, B € (-1,00), s,t € T be such that t > s. Then

. hgmlt,s), -1,
Vha(tys) = | P (&) f>m
0, Belol,...,m—1).

Proof Letm =1and B > 0. Then, utilizing Definition 3.1(i) and (7), we can write Vi s(t,s) =
\% fs ! /:lﬂ_l(T,S)V‘L' = ljzlg_l(t, s). The first part of the assertion now follows by the induction
principle. The second part is a consequence of Vljzo(t, s)=0. O

Remark 3.4 Lemma 3.3 does not discuss the case 8 € (-1,m — 1]\ {0,1,...,m — 1} due
to an occurrence of power functions of order less than —1. Since such functions cannot
be included in Definition 3.1 (e.g., due to unintegrability in real analysis), the extension of
Lemma 3.3 can serve as their definition, e.g.,

h(t,s) = VPl hg_p1(t,s), B e(=00,~1)\ Zs,teT,t>o Fl(s),

where [8] is the ceiling function [87] = min{m € Z;m > B}. The presented approach does
not allow to introduce power functions of negative integer orders.

Considering the well-defined power functions, we can introduce fractional operators
in the frame of the time scales theory (see [6, 15] and [12, 18]) following the continuous
paradigm (see, e.g,, [1, 2]).

Definition 3.5 Let y >0, @ >0, a,a,b € T be such that a < a < b. Then for a function

f:(a,b]lt — R we define
(i) the fractional integral of order y > 0 with the lower limit a as

NV = / hya(tp(@)f()VT, telablrn @by

and for y = 0, we put ,Vf(£) = f(2),
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(ii) the Riemann-Liouville fractional derivative of order o with the lower limit a as
N = VI Ve, e [0(a),b]. N (o(a),b]

(iii) and the Caputo fractional derivative of order « with the lower limit a (a > a) as
CVef(e) = VTIVIEIf@R), te [o(a),b]T.

Remark 3.6 (i) For y =1, Definition 3.5(i) reduces to a formula for the antiderivative
N = f;f(t)Vt known from the time scales theory (see [20]).

(if) We can see a formal agreement of Definition 3.5(i) with (1)-(3) (for detailed infor-
mation see [6]).

Remark 3.7 (i) If a > a, we obtain a usual definitions of the difference calculus, g-calculus
and (g, h)-calculus. In this case, it holds , V77 f(¢)|;=, = 0 on every time scale.

(ii) If a = a, the integrated function is undefined at the lower limit of the integral. Such
functions play an important role in continuous fractional calculus and, as we demonstrate
in the following sections, can appear also on isolated time scales.

In [6] and [18], the authors proved many time scales analogues of important properties
of fractional operators known from continuous analysis, e.g., the index law , V" ,V=Pf(¢t) =
VL) (v, B > 0). One of the key relationships of the fractional calculus is a power
rule, which can be written as

Theorem 3.8 Letx € R, B € (—1,00) and s,t € T be such that t > s. Then it holds

l’:lﬁ—ot (t! S): ,3 >o - ly

Vgt a) =

0, Bela-Tal,a—[a]l +1,...,a—1}.
Proof For « < 0 it follows by Definitions 3.5(i) and 3.1(i). For @ > 0, we utilize also Lem-
ma 3.3. O

By similar arguments, we can derive an analogous formula for Caputo fractional deriva-

tive, i.e.,

Theorem 3.9 Leta >0, B € (-1,00) and s,t € T be such that t > s. Then it holds

Cxy () = | eBh B> Ted =1,
0, Bel{01,...,[a] -1}

4 Power functions on isolated time scales
Although the axiomatic definition of power functions has been proposed, its feasibility,
i.e., the question of existence and uniqueness, has not been discussed yet. In [6], the author
presents examples of such functions on R, hZ, g7 or T, but those functions are known
historically, they are not originally based on the proposed axiomatic definition.

In this section, we analyze Definition 3.1 on an arbitrary isolated time scale. We con-
structively prove the existence and uniqueness of rational-order power functions, which
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enables us to present graphs of power functions on some chosen time scales for the first
time. Further, we discuss some properties of negative-order power functions, which are,

to the author’s knowledge, quite new in the frame of isolated time scales.

Lemma4.1 Let B € (-1,00),s,t € T, besuchthatt >s. Then ]2/3 solves the shifting problem,

ie.,
Vihg(t, p(s)) = =Vihg(t,s).

Proof For B € Z{, the result is known (see Remark 2.4(ii)). Thus, for g € (-1,00) \ Zg, we

can write

0= th:l(mu (t,p(s)) + vsi’\l[ﬁhl(t: s)

t t
= Vt ‘/()hﬂ(t,p(f))h[ﬁ“ﬁ(‘L’,,O(S))V‘L’ +st hﬂ(t,p(‘f))h"m,ﬂ(f,s)VT
p(s s

o) R ~ ~
=/() Viehg (& p(0))rp1-p (T, p(9) VT + g (£ p(0) i -5 (£ £ (5))
p(s

+ /stilﬁ (8, 0(0)) Vshigp(r,9)VT =y (2, 009) g (s, 0(5)), (14)
where we employ (7) and (8). Utilizing (6) and (5), we have
hy (6 0(0)hig s (2, 0(5)) = g (£, 008)) g (s 0(5))
= [ el ()

=/ Vrl:z,g(t,p(r))l:zw,,g(p(r),p(s))Vr+/ fzﬂ(t,p(t))V,ilW,ﬁ(r,p(s))Vt

e R L, o
:/() V,hﬁ(t,r)hw_ﬂ(t,p(s))Vt+/ hﬂ(t,p(t))V,hrm_ﬂ(t,p(s))Vt.
p(s s

Substituting this into (14), we get

Vihirg1a(t, p(s)) + Vg a(t,s)

p(t)

= f() (th:llg (L) + V. hg(t, r))izw_ﬁ (t,p(5)) VT
p(s

t
+ / hg (t, p(t)) (Vshw_ﬁ(t,s) + Vohg_g (t,p(s)))Vt.
Now, using (7) and (8), we evaluate the derivatives of ]:l[m,ﬁ, ie.,

VS]:lrﬁ],ﬁ(‘L',S) = VS/ ];"ﬁ],ﬁ,l(f,p(fl))VTl = —l:l[m,ﬂ,l(f,p(s)),

Vehipp(7, p(5)) = Vs / hip-p1(r1, p(9)) V11 = Bipg1_pa (7, p(5)).

p(s)
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Thus, we arrive at

th:l[mu(t, p(s)) + Vsil(mu(tys)

p(t) R R R
= /() (Vihp (& (1)) + Vehp(t, 1) higr-p(, p(9)) VT = 0,
p(s

which implies the assertion. d

Remark 4.2 Lemma 4.1 enables us to write Definition 3.1(i) via the convolution. Indeed,
setting f(¢) = ljzﬂ(t, s)and g(¢) = ;zy(t, s), Definition 2.5 yields

(g 5 1,)(t,8) = hgryn(t,s), t>5,B,y>-1

Theorem 4.3 Let T be an isolated time scale, and let r € (-1,00)q. Then Definition 3.1
determines uniquely the power function (s, s) forall s,t € T such that t > s.

Proof We prove this assertion constructively. Due to Definition 3.1(ii), the power func-
tions for r € Z; reduce to monomials uniquely given by (9), (10). Now, let r = -5 (u € Z,
w € Z*, —u < w) be the order of the power function and a, ¢ € T be such that ¢ > a. Subse-

quent application of Definition 3.1(i) yields

(y -5 1) (& 05(0)) = By (2, 05(2)) for all k such that p*(¢) € T.
e e’

(w+1)x

Setting ¢ = 0"(a), we expand the left-hand side of the equation (see Definition 2.5 and (4))
and get

Z v(oil(a))iz,(a”(a),oi"l(a)) Z v(oiz(a))l:z,(ail(a),oiz’l(a))---

i1=n—k+1 ip=n—k+1

2 (o™ (a))l;r (o (a), Giw_l(a))ilr (o™ (a), U"_k(ﬂ))

iw=n—k+1
= i (0"(@), 0" (a).
It turns out that the key parameter in solving of this equation is k. For k = 1, we obtain a

simple form v*(0"(a)) (71,(0" (@), "~ (@)))**" = Iy (0™(@), 6" ¥ (a)). Utilizing the property

of monomials izm(t, p(t)) =v"™(t) (m € Z{), we can write
he(t,p(0) =V'(®), teT.. (15)

Note, that only positive values of I:lr(t, p(2)) are allowed even for w being odd. Indeed, if we
consider /1,(,s) = (12%1 * f?%)(t, s) for s = p(t), we get h1.(t, p(£)) = v(t)(i,,__rl (t, p(1))? > 0.
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Now let k > 1. For the sake of brevity we introduce the symbol (p’,j = ljzr(o”(a), o a)).
By shifting all indices by # — k + 1 and rearranging the sums, we get

k-1 i1 iw-1 w
n— /(+1+l[ T+ig—igs1 k i, Ltiw
ZZ Z l_[v l_l(pn —k+1+ig P k+1+iy

i1=0 ip=0 iw= £=1

= ilu+w (On(a)1 Gn_k(a))~

Further, we perform the transformation iy — k—1—-1ij, iy — k-1 - ij — iy etc. to obtain

kel k-1eiy k=1=pTip /oy W
oy 1+i k=X p=1ip
Z e Z (1_[ \)(O'n p=1' (ﬂ))wn_lzﬁ;% ip) (pn—zg/:l ip

For an easier work, we introduce the multiindex notation, namely,

l
i= (i1, iz, iw), lile=Y ip Le{l2,...,w),

p=1

li| = il, and i= max i.
Le{l,..,w}

Then we can write shortly

~

w
k— -
> e [ [V @)e,, =hu(o" (@), 0" @),
(=1

0=<|i|<k-1

Now, we extract the summands involving <p’,f , which are characterized by |i| = 0 ori=k-1,

ie.,

(pﬁ (Uw(Un(ﬂ)) ((ﬂ;)w n (p;_k_ﬂ Z vw—£+1 (O_n—k+1(a)) UZ—I (Un(a)) ((/J:,_k+1)w_€ ((ﬂi)e_l)

=1
k-1
k- 1 A -
DN L’Jl_[ (0" @)}, = husw(0” (@), 0" @),
0<|i|<k-1

Evaluating the terms ¢! by (15), we can express flr(t, ok(t)) = X (t = 0"(a)) and arrive at

recursion
hy (8, 0¥ (0))
a6 M(8) = L o100, 04 ) T v (o 0D (1712, 1 0)
- Z?’:o r+1)£(t)v (r+1)( w—li)(pk—l(t)) ’
k>1, (16)

which, supplied with (15), determines uniquely I:I,(t,s) for all r € (-1,00)q, s,¢ € T such
that ¢ > s. O
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Remark 4.4 As a byproduct of the proof of Theorem 4.3, we have obtained the recursive
formula (16). Hence, employing (15), (16), there can be created an effective algorithm eval-
uating numerically the power functions of rational orders on a given isolated time scale.
Note that for special isolated time scales such that v(¢) # v(s) for all 5,£ € T,, Lemma 4.1
yields a more simple formula

V() (£, 0 (s)) - v(o(s))izr(p(t),s)‘

hy(t,s) = v(t) - v(o(s))

Remark 4.5 Definition 3.1 prescribes nonnegative values of il,g(t, s). Although so far
known power functions fulfilling (15), (16) have this property (i.e., power functions on
R, hZ, ¢% and T(4,n), as well as the ones obtained numerically), a general proof of nonneg-
ativity of solutions of (15), (16) is still an open problem. However, since (15), (16) represent
the unique functions satisfying Definition 3.1, an occurrence of a negative value of a power
function on some time scale would imply a reevaluation of the nonnegativity condition.

Theorem 4.6 Let T be an isolated time scale, let t € T, and let r € (-1,00)q. Then
(i) A (t,8) =0 forr>0,

(i) A (t,t)=1forr=0,
(iii) the value offzr(t, t) is unbounded for -1 < r < 0.

Proof First, let r = 0. Then l:lo(t, t) = 1, as prescribed by Definition 3.1(ii). Let » > 0. For
0 < r <1, the zero value is given by Definition 3.1(iii). For r > 1, the assertion follows by
subsequent application of the relation l:lr(t, t) = ftt iz,_l(r, t)Vt = 0, where the zero value is
implied by (4). Finally, let -1 < r < 0. Since —r — 1 > -1, we can write by Definition 3.1(i),
(ii) ftt }Az_,_l(t, p(t))il,(r, )Vt = izo(t, t) = 1. Considering (4) and (15), we conclude that the
value of il,(t, t) is unbounded. O

Remark 4.7 (i) Theorem 4.6 corresponds with the continuous case, where power func-

tions ;t(;i)lr) , 7 € (-1,0) are unbounded in a neighborhood of ¢ = s. It is known that in the
continuous case, we can utilize an improper integration to calculate f[t 1(-1(;?;) dz =0.On

isolated time scales, it follows by Definition 3.1(iii).

(ii) The power functions of order » € (-1, 0)g represent a new class of ‘singular’ functions
on time scales. Besides continuous calculus, this phenomenon appeared, e.g., in [9], where
the singular functions were introduced on q_Z with a singularity at the cluster point.

(iii) Considering Remark 3.4, power functions of orders r € (-2,-1) have unbounded
values iz,(t, t) and iz,(t, p(2)). It implies that such functions are not integrable, which agrees
with the continuous analysis.

Corollary 4.8 Lety >0,r € (-1,0)q,a € T and T be an isolated time scale. Then it holds
(i) aV"’il,(t, a)lp=q =0 fory > -r,
(ii) V77t @) 1a =1 for y =1,
(iii) aV”’ljz,(t,a)b:a is unbounded for y < —r.

Proof The assertion follows by Theorems 3.8 and 4.6. O

To illustrate and clarify the notion of the power functions on time scales, we conclude
this section by the following examples.
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Example 4.9 It can be proved that Definition 3.1 (and also recursive formulas (15), (16))
is satisfied by the power functions I (t,5), historically established on R, /#Z, 4% and T
provided ¢ > s (this matter was discussed, e.g, in [6]). We demonstrate this on the case
T = Z, when Definition 3.1 yields

5 k>0,

I:lr(t,S) =140, k=0, wherere(0,00)q,t= ok (s). 17)
undefined, k<0,

Indeed, properties (17); and (17)3 are directly implied by Theorem 4.6(i) and Defini-
tion 3.1, respectively. For r € Z*, the property (17); is reduced into the classical result
known from the theory of time scales monomials. To confirm the validity of (17) also for
rational values of r, we employ the induction principle. Applying (15), we can easily verify
the case k = 1. Now, denote r = *= (u, w € Z*) and assume that (17); holds for k —1. Thus,
(16) yields

h s (n,n k)

1 ((k+u+w—1)_ i%f( — il + 2 - )ﬁ<|i|g—|i|el+#>)
w+1 k-1 ocimea N k=li=10 S 2N e = e

Treating the occurring summation Zgiﬁik_l is in general technically quite difficult.

Hence, for the sake of simplicity, we perform the calculations only for w = 2. We get

ktu—1\ A (i + 9\ (ki — iy =1+ % (i + 4
hu k e e
g(”171 k) = 3<< k—1 ) Z( i >Z< k—ip—ir—1 )( i
i1=1 ir=0
(I
S\ k-i-1 5
L (keu=1\ A (e §\(k-ia-1+ g
) k-1 ‘ i k—ip—1
=1
k—1+2% k-—1+3
( k-1 )+2< k-1 ))
1 k+u 1 k—-1+33 + k=1+23
3 k-1 k-1
k- 1+2g L3(k-1+3
k-1 k-1

:< )

where we utilize the well-known Vandermonde’s convolution [23, formula (6:5:5)] twice.
Note that similar technique can be utilized also for power functions on 4Z, g% and T g5
provided the corresponding version of Vandermonde’s convolution is employed.
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Example 4.10 We consider isolated time scales

Ty =Z={t;t,=nneZl}
n

T, = {tn;tn =0.2- ’7
2

—‘ + LgJ,n GZ}, where |£] = max{m € Z;m < £},

Ts = {tn;tn =nforn<4andt,=4+02-(n-4) fornzS,neZ},
T4 = {t,; t, are randomly generated points such that 0 <¢, <5,n € Z},

Ts = {tn;t,, =01-nforn<10andt,=25+0.3-(n-11) fornzll,neZ}.

For these time scales, we depict the power functions of orders —% and % For a better
comparison, we plot at Figures 1-4 also their differences with respect to power function
in R. We can observe a trend of tending to the values of continuous power functions with

decreasing values of graininess and increasing ¢.

17247

0 . . .

s~
(3]

0 1 2 3
-1/2
h_,5(t0) - T2mr(1/2)
x T
14 + T,
O o,
05} x
0 4@ KN +4+ x TV
0 1 2 3 4 5

Figure 1 i]_l (t,0) on Tq, T, and T4.
2

h_2(t0)

-1/2
h_,»(t0) - "2 (1/2)

x T
1 le) T3
o Ty
0.5 ®
[ ]
0 ...Ql.-- ® e o
0 1 2 3 4 5

Figure 2 i]_l (t,0) on Ty, T3 and Ts.
2
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t"8/T(4/3) - h, ,(,0)

0.2

Figure 4 irl (t,0)on T4, T3 and T'.
3

t%r@/3) - h, (t0)
0.2 ‘
x T
o Ty
0.1 ® ® o T,
L] ° ® ®o
o 'coo..., ‘ ¢ " ° e T .OQO'QS
0 1 2 3 4

5 Laplace transform

The Laplace transform is a tool of a key importance regarding solving and analyzing of
fractional differential equations in the continuous (see, e.g., [1, 2]), as well as in the dis-
crete case (see, e.g., [7] and [14]). In this section, we deal with the Laplace transform of
the power functions on isolated time scales T, (see Definition 2.1), which implies also
the Laplace transforms of fractional operators. We demonstrate a usage of the Laplace

transform method for solving of initial value problems by a simple example.

Theorem 5.1 Leta € Ty, and let r € (-1, 00)q. Then it holds

Lolh(a))(z) =2z

Proof Let r = -5 (u € Z, w € Z*, —u < w). It is known that Eﬂ{izmw(-,a)}(z) =z uwl

1

(see (11)). Assume that g is a function such that £,{g}(z) = z7~!. Then Theorem 2.6 im-

Page 14 0of 18


http://www.advancesindifferenceequations.com/content/2013/1/259

Kisela Advances in Difference Equations 2013, 2013:259 Page 150f 18
http://www.advancesindifferenceequations.com/content/2013/1/259

plies

La{(g *oeeo *g)(’ ﬂ)}(z) = (Z_V_I)WJrl = Ea{/:lu+w}(z)
———

(w+1)x

= (g% x0)(t,a) = huw(t,a).
N—— ——

(w+1)x

On the other hand, a subsequent application of Definition 3.1(i) (see Remark 4.2)
yields

(y % - % 1) (t,a) = hyu(t, a).
———

(w+1)x

Theorem 4.3 guarantees the uniqueness of h,, therefore, it follows

~

hta)=gt) = Lh(.a)}@)=2"",
which concludes the proof. O

Now, we can write the time scales analogues of some relations of continuous fractional

calculus.

Corollary 5.2 Let y,a € (0,00)q, a € Tz and f : Tz — R be such that L,{f}(z) exists.
Then it holds
() LoV H2) =277 La{f}(2),
(i)) LafaVrH2) =2 Lalf}@) - X207 Za VT (Ol
(ifi) Lo(SVFI2) =22 Lalf}2) - [0 7 241, VTS (8)] .

Proof All three formulas are direct consequences of Theorem 5.1, supplied with (11), (12),
Theorems 2.6 and 5.1. The proofs are analogous to the continuous paradigm (see, e.g.,
[2]). O

Remark 5.3 In [16], the authors introduce the fractional operators via the Laplace trans-
form in the frame of the delta calculus. Note that this idea is transferable also to the nabla
case. In this sense, Corollary 5.2 shows that Definition 3.1 is consistent for special time

scales T, with the approach utilized in [16].

Corollary 5.2 enables us to utilize the Laplace transform method for an effective solving
of some initial value problems. We point out that such results are not only symbolical, but
due to (15), (16), they have a solid meaning, and it is possible to plot the solutions on every
isolated time scale. We demonstrate this method by the following example.

Example 5.4 Let o € (0,1], a € T,. Consider the pair of initial value problems with
Riemann-Liouville and Caputo fractional operators

4 4
AVey(t) = = t>a, aCV“y(t) =z t>a,

ZVYO) tma = Vo1, ¥(@a) = yo,
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where y,_1,%0 € R. Note that the initial condition ,V*~'y(£)|;, = 41 can be interpreted
via Corollary 4.8 (see also [14]). Utilizing the Laplace transform, namely Corollary 5.2 and
(11), we arrive at

1 1

4 1 4 1
Lalyr}(z) = 5 e PVl La{ycl(z) = 5 e TV

Applying Theorem 5.1, we obtain the solutions

4 A A 4~ A
yRL(t) = gha(tx ﬂ) +_ya71ha—l(t1 ﬂ)r yC(t) = gha(tr 61) +J’0ho(t,ﬂ)-

We point out that we would get the same results also for T = R. In Figures 5 and 6, we plot

the solutions on time scales Ty, T, and T introduced in Example 4.10.

Ve O

25 q

o 4 X
— -
~

o

Figure 5 ypo(t)fora=1,y

Blw

wIN

Figure 6 yc(t)fora=1,yo=3.
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6 Conclusions and open problems

Fractional calculus on time scales is a new topic providing many directions for further re-
search. In this paper, we have discussed relations of the axiomatic approach, represented
by Definitions 3.1 and 3.5 to the work of the other authors, namely, [6, 16]. The key as-
sertion, i.e., Theorem 4.3 concerning existence and uniqueness of power functions, was
derived under the assumption of rational orders and isolated time scales. This result has
many important consequences, e.g., Theorem 5.1, therefore, its extension for time scales,
involving dense points or for irrational orders of power functions, seems to be very desir-
able.

Regarding the values of the power functions, we have introduced the recursive formulas
(15), (16). Besides the question of the nonnegativity (see Remark 4.5), it remains an open
problem if a corresponding relation exists also in a closed form. Considering the power
functions of negative orders, we have also mentioned a notion of singular time scales func-
tions, a matter which is quite unexplored so far (see Remark 4.7).

A solving of more advanced fractional differential equations on time scales requires an
introduction of analogues of various special functions utilized in the continuous fractional
calculus, e.g., a dynamic Mittag-Leffler function Ei s(t,s) = foo Y }Az,,jﬂg_l(t,s) (see, e.g, [2,
10] and [12]). A question of convergence of the related infinite series, as well as many other
topics such as stability analysis, is closely connected to an issue of asymptotic properties
of the general dynamic power functions. We conjecture that the estimate

n-1 n-1

V() (" e 1) < In(t,s) < v (0) (" e 1), re(-1,0)0. = 0" (s)

holds, where v (£) = max{v(t); T € (s,¢] 7} and vy () = min{v(t); T € (s,¢] 7}. However,

its general proof is not available so far, therefore, it remains in a form of hypothesis.
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