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1  Introduction
In recent years, due to the growth of surveillance systems for both public and personal 
usage, pose estimation and detection methods have been developed to meet the emerg-
ing needs of various industries. For example, there are many abnormal behaviors that 
university students may exercise in the classroom, such as sleeping, playing on mobile 
phones and chatting, which can greatly affect students’ learning and academic perfor-
mance in the long term. Therefore, in the scenario of a smart university classroom, the 
task of student pose estimation and detection using computer vision technology has 
important research implication and great application value.

There are two categories of solutions for this task. One category is based on object 
detection algorithms. Lin Tang and Bin T’s method [1, 2] uses the improved Faster 
R-CNN [3] model for object recognition to detect student postures in classrooms. Li W’s 
method [4] only detects students sleeping based on improved R-FCN [5]. These methods 
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can detect poses in small, low-quality pictures of a classroom where students are con-
centrated and the collected pictures have low resolution. However, using object detec-
tion methods to estimate the poses of each individual on this occasion is hindered by 
two primary obstacles. First, if we need to detect a new pose, the entire network in the 
model must be retrained. Second, each method only identifies poses that significantly 
differ from others, such as sitting and standing; other less distinct poses, such as reading, 
chatting and raising hands, are typically not recognized.

The other category is based on the pose estimation network. Zaletelj’s method [6] 
employs OpenPose [7] to estimate the location of key points on the human body and 
then uses a classifier to classify the collected key points. The advantage of this method 
is that it is easy to use and has a fast calculation speed; however, it also suffers from 
the low accuracy. Liu’s method [8] uses pose estimation maps (heatmaps), the byproduct 
of pose estimation, to recognize human action. This method is effective when applied 
on behaviors that have large movements; however, it cannot properly identify behaviors 
with small movements.

Due to the large number of students in classrooms and bodies being covered by objects 
such as tables or other bodies, there are four major challenges in recognizing students’ 
postures in a classroom.

1.	 The estimation of human-body key points has a high error rate and low accuracy 
rate.

2.	 Some human joints are invisible to cameras due to occlusions, resulting in only a few 
unreliable features to estimate human body key points. Therefore, it is difficult to rec-
ognize the hunched posture.

3.	 Most top-down pose estimation methods have low calculation speeds; thus, the final 
results cannot be made available in real time.

4.	 If only object detection is used to recognize postures in the classroom, the model 
may only be able to detect a single gesture with poor scalability.

To tackle these difficulties, we propose a posture recognition method for use in a class-
room that combines the pose estimation algorithm and the object detection algorithm.

The contributions of this paper are threefold. First, we capitalize on the you-only-look-
once (YOLOv3) model [9] to detect human objects and students hunching on tables. 
Second, we propose an improved HRNet model as the pose estimation algorithm to 
reduce the error rate of estimating human body key points. We term our proposed pose 
estimation algorithm as SE-HRNet, which is constructed by embedding the SENet [10] 
structure into the HRNet [11]. Finally, we design a posture classification network based 
on the support vector machine (SVM) [12]. Experimental results show that the mean 
average precision (mAP) of using YOLOv3 to detect the hunching pose is 91.6%; the 
mAP of using the SE-HRNet model to detect key points of the human body is 73.7%; 
the accuracy of the pose classification is 88.6%; Meanwhile the computation speed of 
the proposed classroom student posture recognition method is 7 images per second in 
our experimental setting. The remainder of this paper is organized as follows. Section 2, 
gives a systematic review of related work. The proposed classroom student postures 
recognition method is detailed in Sect. 3. Experimental details including the proposed 
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dataset and the key results are presented in Sect. 4. This paper is concluded in Sect. 5 
with some discussion on potential future work.

2 � Related works
2.1 � Pose estimation methods

Currently, multi-person human pose estimation methods can be divided into two 
categories:

2.1.1 � Top‑down approaches

First, object detection is performed on human bodies in an image, each human body 
is cropped into single images. Then, single-person pose estimation is used for each 
cropped human body. Therefore, for each detection, a single-person pose estimator is 
run, and the more people there are, the greater the computational cost. However, the 
accuracy of the top-down method is typically higher; the common models include CPN 
[13], hourglass [14], CPM [15], alpha pose [16], etc.

Bottom-up approaches: First, the model detects all key points of the human body in 
the picture then matches these points to different individuals; thus, this method is faster 
in calculation but yields marginally lower accuracy than that of the top-down method. 
The most common bottom-up model is OpenPose [7].

The high-resolution network (HRNet) [11] is a human body pose estimation method 
that is an example of a top-down method. High-resolution network pose estimation can 
maintain high-resolution representations through the whole process. It begins from a 
high-resolution subnetwork in its first stage, gradually adding high-to-low resolution 
subnetworks one by one to form more stages and connecting the multiresolution sub-
networks in parallel [11]. The network then performs multiple multiscale fusions by 
repeatedly exchanging information across parallel multiresolution subnetworks and esti-
mates the key points of the human body via the high-resolution representations of the 
network output. The architecture of HRNet is shown in Fig. 1.

HRNet has two benefits compared to the common pose estimation networks [13–16]. 
First, this approach connects high- to low-resolution subnetworks in parallel, rather than 
serial, as most existing networks do. Therefore, HRNet can maintain high resolution 
rather than restore resolution using a low- to high-resolution process. Thus, the pre-
dicted heatmap is spatially more precise. Second, most existing fusion schemes combine 
low- and high-level representations [11]. Conversely, this method uses the low-resolu-
tion representation of the same depth and a similar level to perform multiple multiscale 
fusions to improve the high-resolution representation, and vice versa, giving the high-
resolution representation detailed pose estimation data. Thus, this method yields more 
accurate heatmaps.

HRNet can maintain high-resolution features without the need to recover the high res-
olution. HRNet also fuses parallel multiresolution representations repeatedly, enhancing 
the reliability of high-resolution representations, yielding accurate and spatially precise 
point heatmaps. However, because HRNet is a top-down method, its image process-
ing speed is typically slower than that of a bottom-up method. Additionally, to achieve 
HRNet multi-person pose estimation, the object detection algorithm must process the 
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image first. Therefore, the detection speed of the object detection algorithm has a strong 
impact on the pose estimation speed.

2.2 � Squeeze‑and‑excitation networks

Squeeze-and-Excitation Networks (SENet) [10] introduced a new architectural unit 
called squeeze-and-excitation (SE) blocks with the goal of improving the quality of 
representations produced by a network by explicitly modeling the interdependencies 
between the channels of conventional features [10]. In this structure, squeeze and excita-
tion are two critical operations. A new "feature recalibration" strategy is used, through 
which networks can learn to use global information to selectively emphasize informative 
features and suppress less useful features.

The structure of the SE building block is shown in Fig.  2, where SE represents the 
SENet blocks. The first block passes through a squeeze operation, which first performs 
global average pooling on the input feature map to obtain a feature map of size C × 1 × 1, 
where C is the number of feature map channels, allowing information from the global 
receptive field of the network to be used by all its layers. Aggregation is followed by an 
excitation operation, through which the parameter W  is used to generate weights for 
each feature channel, where the parameter W  is learned from the correlation between 
the feature channels. After two fully connected layers (first dimensionality reduction 
and then dimensionality increase), the method uses the sigmoid activation function to 
obtain a weight of C × 1 × 1, followed by a re-weighting operation. We regard the output 
weight as the importance of each feature channel after feature selection and then weight 
the previous features one by one via multiplication to complete the feature recalibra-
tion. The output of the SE blocks can be fed directly into subsequent layers of the net-
work. Both BasicBlock and Bottleneck are the classic residual modules used in ResNet. 
SE-BasicBlock embeds the SE structure into the regular BasicBlock unit, SE-Bottleneck 
embeds the SE structure into the regular Bottleneck unit.

Fig. 1  Architecture of the HRNet. The architecture of the HRNet. It consists of parallel high-resolution and 
low-resolution subnetworks with repeated information exchange between multiresolution subnetworks 
(multiscale fusion)
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The structure of the SE block is simple, so it can be directly embedded into existing 
network architectures, which markedly improves results, is computationally lightweight, 
and imposes only a marginal increase in model complexity and computational burden.

2.3 � Object detection method

Existing object detection algorithms are primarily divided into two types: the two-stage 
method (i.e., the region proposal method) and the one-stage method (i.e., the regression 
method). Two-stage object detection algorithms include RCNN [17], Fast RCNN [18] 
and Faster-RCNN [3]. Faster R-CNN tends to be a slower but more accurate model [19] 
and consists of two stages. In the first stage, called the region proposal network (RPN), 
images are processed by RPN to predict class-agnostic box proposals. In the second 
stage, these proposal boxes are used to crop features from the same intermediate feature 
maps, which are then entered into the feature extractor to predict a class for each pro-
posal box and to optimize each proposal box.

In a one-stage object detection algorithm (e.g., SSD [20] and YOLO [21]), object classi-
fication and bounding-box regression are conducted concurrently without a region pro-
posal stage [22]. YOLO converts object detection into regression work. Based on a single 
end-to-end network, calculations are completed from the original image to the output of 
the object position and category. These one-stage methods typically exhibit a high detec-
tion speed and high efficiency but low accuracy. YOLOv3 [9] can detect multiple objects 
with a single inference; thus, its detection speed is high. Additionally, using a multistage 
detection method, YOLOv3 improves upon the low accuracies of YOLO and YOLOv2 
[23]. However, YOLOv3 yields lower detection accuracy than Faster-RCNN with small 
targets. However, the detection speed of YOLOv3 is marked higher than Faster-RCNN 
[3]. Therefore, YOLOv3 is suitable for many engineering applications.

Considering the detection speed and accuracy of the algorithm, this paper uses 
YOLOv3 for object detection to detect the human body and hunched postures in the 
classroom, and provides the foundation for the proposed real-time classroom human 
posture recognition method based on SE-HRNet.

Fig. 2  Architecture of SENet. BasicBlock and Bottleneck are original Residual modules. SE-BasicBlock and 
SE-Bottleneck is obtained by embedding the SE block into the residual modules
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3 � Methods
3.1 � Overview of the framework

An overview of the classroom student postures recognition method proposed in this 
paper is shown in Fig. 3. First, we use pretrained YOLOv3 [9] to detect images collected 
from classrooms. Results fall into two categories: one is the human body object provided 
for SE-HRNet pose estimation, and the other is the hunched posture object. Then, the 
results of the hunched posture object are directly output, and the results of the human 
body object are cropped from the image. The cropped images are input into SE-HRNet 
for pose estimation, which detects the locations of 17 key points of the human body. The 
next step is to preprocess the output key points. We thus design an SVM classifier to 
classify the preprocessed key points of the human body, and then output the classifica-
tion results. Finally, the proposed method is used for real-time posture recognition of 
student images in a classroom.

3.2 � YOLOv3 application

Due to the limitations of classroom usage scenarios, the results of student posture rec-
ognition must be shown in real time and must be as accurate as possible. Therefore, we 
must address the slow estimation speed of HRNet, which is a top-down pose estima-
tion method. The original object detection network used by HRNet is Faster R-CNN [3]. 
Based on the discussion in Sect. 2.3 of this paper, we propose replacing Faster R-CNN 
with YOLOV3 [9] for object detection in the proposed method.

Among the three poses we proposed to recognize, the hunched posture is the most 
difficult to recognize using a pose estimation network. Because the hunched posture 

Fig. 3  Overview of our method. First, we use pretrained YOLOv3 [9] to detect the images we collected 
from classrooms. Results fall into two categories: one is the human body object provided for SE-HRNet pose 
estimation, and the other is the hunched posture object. Then the results of the hunched posture object are 
directly output, and the results of the human body object are cropped from the image. The cropped images 
are input into SE-HRNet for pose estimation. SE-HRNet detects the locations of 17 key points of the human 
body. The next step is to preprocess the data of output key points. We design an SVM classifier to classify 
the preprocessed key points of the human body. Then output the classification results. Finally, the proposed 
method applied to online detection of real surveillance images of the classroom
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means that the person is hunched over the table, usually only the top of his head is 
shown in the photo, key points of human body will be seriously lost if we try to use the 
pose estimation network to estimate the hunched posture. This fact makes pose estima-
tion of hunched posture impossible.

To solve this problem, we use an object detection network to detect the hunched 
posture. We also need use an object detection network to detect human objects in the 
classroom for the pose estimation network. Therefore, we use the datasets we collected 
to retrain YOLOv3 to detect the hunched posture and improve the accuracy of human 
object detection in the classroom.

The proposed method uses YOLOv3 to detect the hunched posture and to improve 
the existing OpenPose method, which cannot estimate the hunched posture and has dif-
ficult in recognizing heavily occluded human body key point postures.

3.3 � Designing the improved HRNet

When human bodies overlap, many human body features are occluded; this is particu-
larly true in crowded and complex places, such as classrooms. Conventional pose esti-
mation networks output feature maps that have high confidence in the key points of 
the overlapping parts. The network mistakenly believes that the overlaps or missing key 
points are also part of the human body. This unbalanced confidence distribution causes 
many misidentifications [24]. To enable the network to learn more global features, 
enhancing the receptive field can be used to balance the confidence of the heat map in 
different positions. Therefore, we propose embedding the SENet structure into HRNet 
to increase the global information of HRNet.

The squeeze operation in the SENet structure converts a feature map into a number, 
which has a global receptive field, and two fully connected layers serve to reduce the 
number of parameters. HRNET for feature extraction is the key to accurately estimating 
the key points, which the residual layer fuses into multiple layer features. Therefore, we 
propose embedding the SENet structure into BasicBlock and Bottleneck of the HRNet to 
obtain the SE-BasicBlock and SE-Bottleneck substructures (see Fig. 2), thereby expand-
ing the receptive range of the feature map to global information.

The structure of SE-HRNet is shown in Fig. 4. SE-HRNet consists of four stages with 
four parallel subnetworks: the resolution is gradually reduced to half, and the width (i.e., 
number of channels) is correspondingly increased twice. This paper embeds the SENet 
structure into the first stage (Stage 1), which contains 4 SE bottleneck units and is com-
posed of an SE bottleneck with a width of 64. The first stage is followed by one 3 × 3 
convolution feature map to reduce the width to C (i.e., the number of channels). The 
second, third, and fourth stages contain 1, 4, and 3 exchange blocks, respectively. One 
exchange block contains 4 SE-BasicBlock embedded in the SENet structure at each reso-
lution, where each contains two 3 × 3 convolutions and exchanges units across resolu-
tions. Thus, there are a total of 8 exchange units (i.e., a total of 8 multiscale fusions are 
conducted).

The SE structures introduce primitive information into deep layers, inhibit informa-
tion degradation, expand the receptive field by pooling, and then integrate shallow infor-
mation with deep information from multiple dimensions so that the combined output 
contains multiple levels of information, enhancing the feature map’s expression ability.
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The results of the SE-HRNet tested on the proposed dataset are compared to 
OpenPose, as shown in Fig.  5. OpenPose mistakenly identified wall patterns as 
human bodies, and the human pose estimation accuracy was poor. SE-HRNet 
yields significant improvements over OpenPose, reducing the human-body-object-
detected error rate and increasing the accuracy of estimated key points.

The experimental results show that the detection accuracy of HRNet is signifi-
cantly enhanced by introducing the SE structure, which reduces high detection error 
rates compared to existing methods that use OpenPose.

Fig. 4  Architecture of the SE-HRNet. SE-HRNet consists of four stages with four parallel subnetworks: the 
resolution is gradually reduced to half, and the width (i.e., number of channels) is correspondingly increased 
twice

Fig. 5  Comparison of the pose estimation results. The pose estimation results of our method (right two 
images) and OpenPose method (left two images). OpenPose mistakenly identified wall patterns as human 
bodies, and the human pose estimation accuracy was poor. SE-HRNet yields significant improvements over 
OpenPose, reducing the human-body-object-detected error rate and increasing the accuracy of estimate key 
points
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3.4 � Designing the classification method

3.4.1 � Data preprocessing

To reduce the number of calculations, speed up convergence, and improve accuracy, the 
human body key point data output from SE-HRNet must be preprocessed. First, because 
the coordinate origin of the key point data output by SE-HRNet is in the upper left cor-
ner of the image, and each image contains multiple human bodies, it is necessary to shift 
the coordinate origin to the nose position of the 17 points in each human body. Then, we 
normalize the data and scale the coordinate data to between 0 and 1 based on the image 
resolution.

3.4.2 � Designing the SVM classifier

The classifier structure is a simple four-layer fully connected network. Each layer has 
125 neurons and uses a rectified linear unit (ReLU) as the activation function. We use 
the Adam optimizer, the base learning rate is set as 1e-3, and the training process is ter-
minated after 150 epochs. We only use a classifier to classify two types of actions in the 
classroom: reading and looking. The loss function used is the hinge loss form of the sup-
port vector machine (SVM; see Eq. (4)) [12]. The simplest way to extend SVMs for multi-
class problems is using the so-called one-vs-rest approach [25]:

The classroom student posture recognition method combines object detection, pose 
estimation and key point classification. Therefore, if we want to recognize a new pose in 
the classroom, we only retrain the key point classification network instead of retraining 
all networks in the method. Therefore, the proposed method improves scalability com-
pared to existing methods by combining three different models.

4 � Experimental
4.1 � Dataset and Parameter Settings

4.1.1 � Dataset

In this experiment, the COCO2017 dataset is used to train and validate the improved 
HRNet [26]. This dataset includes 149,808 pictures and over 250,000 person instances 
labeled with 17 key points. We evaluate the improved HRNet with the val2017 data set, 
which contains 6384 pictures.

To describe the situation in the real classroom environment as much as possible, we 
collected a dataset that included pictures of students in several classrooms during class. 
This dataset contains many images with different degrees of occlusion and light changes 
(see Fig.  5). This dataset was created using Dahua network dome surveillance cam-
eras. Two dome cameras were installed in a large classroom of 120 people, and one was 
installed in a small classroom. A total of 10 cameras were installed in 4 large rooms and 2 
small rooms in 6 classrooms of the university. If we take a picture of the entire classroom 
directly, details are lost; however, we also cannot take a picture of everyone in the class-
room. Therefore, we used a sampling method. First, we set a fixed number of cruising 
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points (30 points for a camera in a large classroom and 20 points for a small classroom), 
and the photos collected from these points covered every seat in the classroom. During 

a class, the camera moves to a cruising point every 15 s to collect two photos at a resolu-
tion of 2592 × 1520. The advantage of this method is that it can cover every seat in the 
class, and the collected high-resolution data can be kept intact. The disadvantage of this 
method is that each collected picture inevitably contains incomplete human body data. 
As shown in Fig. 6. Detection results of the proposed method. Figure 6, there is always a 
certain number of incomplete human body data around the upper, lower, left and right 
sides of the picture. We collected more than 40,000 images; removed many poor-quality 
images and images with no information about the human body; and ensured that the 
training and test sets received the same proportion of categories as the dataset. The data 
collected in this paper contained 1951 training samples and 943 test samples. Each pic-
ture has an average of 5 people, and we labeled a total of 14,470 student body postures. 
There are three types of poses annotated in this dataset, including reading, hunching 
and looking, as shown in Fig. 7. The ratio of these three categories in the data set is 5:4:1. 
In a classroom environment, there are relatively few hunched postures.

4.1.2 � Experimental environment

The software environment used in this study included Ubuntu 18.04 based on PyTorch 
1.4 with CUDA 10.1. The hardware environment included an Intel Core i7 7820X CPU, 
64 GB RAM, and an Nvidia TITAN X (Pascal) 12G graphics card.

Fig. 6  Detection results of our proposed method. It shows the representative recognized results of the 
proposed method of sparse to dense situations. Each pose is labeled immediately next to body key points, 
and hunched posture is identified the bounding box in the images

Fig. 7  Type of poses annotated in the proposed dataset. To identify students’ learning status during class. We 
labeled a total of three classroom postures of the students, reading(lift) hunching(middle) looking(right)
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4.1.3 � Evaluation metrics

The standard evaluation metric of the pose estimation experiment is based on object key 
point similarity (OKS) in Eq. (5), where di is the Euclidean distance between the detected 
key points and the corresponding ground truth; vi is the visibility flag of the ground 
truth; s is the object scale; and ki is a per-key-point constant that controls falloff. We 
report standard average precision and recall scores [11], where average precision (AP) 
stands for the mean of AP scores at 10 positions, OKS = 0.50, 0.55…0.9, 0.95, and the 
same applies to the average recall (AR).

The evaluation measurements of the object detection algorithm are the average preci-
sion (AP), which was proposed in [27]. A common judgment for the correctness is the 
intersection-over-union (IOU) between the detection result and ground truth. If the 
IOU is greater than a threshold percentage of the ground truth size, the result is consid-
ered correct [1]. To obtain a higher recall, we set the IOU threshold to 0.5:

5 � Results
5.1 � Training YOLOv3 on the proposed dataset

YOLOv3 uses the Darknet-53 backbone and pretrains the backbone on the COCO data-
set. We set the network input resolution to 416 × 416 and use multiple scale training. 
The dataset we use to retrain and test YOLOv3 is the dataset containing real classroom 
images that we collected. We retrain YOLOv3 to detect the hunched posture and stu-
dent bodies, and the training process is finished within 150 epochs. After retraining 
YOLOv3, the best result on the test set for the hunched posture is AP = 91.6%.

5.2 � Comparing different pose estimation methods

To verify the effectiveness of the improved HRNet, several pose estimation frameworks 
are investigated, including OpenPose [7], original HRNet [11], and ResNet [28], for 
comparison.

Both the original HRNet [11] and SE-HRNet were trained on COCO2017 [26] with an 
input size of 256 × 192. The learning and dropout rates remain unchanged based on the 
settings in [11], and the training is set for a total of 210 epochs. HRNet has one small net 
and one big net: HRNET-W32 and HRNET-W48.Where 32 and 48 represent the widths 
of the high-resolution subnetworks in last three stages, respectively. The smaller net 
HRNET-W32 was used in our experiment.

(2)OKS =
�i exp

(

−d
2
i
/2s2k2

i

)

δ(vi > 0)

�iδ(vi > 0)

Table 1  Comparison of different methods using the COCO validation set

Method Input size #Params GFLOPs AP AR

OpenPose [7] 368 × 368 – – 61.8 66.5

Baseline ResNet-50 [28] 256 × 192 34.0 M 8.90 70.4 76.3

HRNet-W32 (paper) [11] 256 × 192 28.5 M 7.10 73.4 78.9

HRNet-W32 (our implement) 256 × 192 28.54 M 7.20 73.1 78.7

SE-HRNet-W32 (our) 256 × 192 28.75 M 7.21 73.8 79.2
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Table 1 shows the results of the proposed improved HRNet compared to other multi-
person pose estimation methods on the COCO verification set. The improved HRNet 
with an embedded SENet structure achieves an AP score of 73.7, outperforming other 
methods with the same input size (256 × 192) except OpenPose [7]. The OpenPose uses 
an input size of 368 × 368 and is a bottom-up approach. The proposed approach yields 
much more accurate results than the bottom-up approach: the proposed improved 
network improves AP by 11.9% compared to OpenPose. Compared to SimpleBaseline-
ResNet-50 [28], the proposed model yields marked improvements: a gain of 3.3% with a 
smaller model size and fewer GFLOPs.

Based on these results, the proposed HRNet [11] training results exhibited a marginal 
decrease (0.3%) compared to the training results provided in [11]. HRNet’s GFLOPs and 
number of parameters were also marginally higher. The results of the SE-HRNet com-
pared to those of the original HRNet yielded 0.7% of improvement, and its model size 
(#Params) and GLOPs did not increase significantly (approximately 1%).

5.3 � Comparing different methods

To verify the effectiveness of the proposed method, we try to combine different pose 
estimation and object detection algorithms with pose classification algorithms. The 
results are shown in Table 2.

First, we tried to use OpenPose + SVM as the classroom student posture recognition 
method. However, OpenPose’s pose estimation is not sufficiently accurate and yielded 
many classification errors, preventing the hunched posture from being recognized. 
Because the human body features of the hunched posture are frequently occluded, 
OpenPose cannot output any useful human body key points.

Second, the method using Faster RCNN + HRNet + SVM exhibited certain improve-
ments compared to the method using OpenPose and could recognize the hunched pos-
ture because Faster RCNN was used to detect the hunched posture. Additionally, the 
accuracy of Faster RCNN in detecting the hunched posture was high because Faster 
RCNN is a two-stage object detection algorithm.

Finally, the YOLOv3 + SE-HRNet + SVM proposed in this paper yielded significant 
improvements (8.3%) compared to other methods, reaching 90.1% accuracy. Although 
YOLOv3 is a one-stage object detection algorithm, the accuracy of detecting the 
hunched posture is similar to Faster RCNN.

5.4 � Computational costs

To evaluate computational costs, we tested different approaches on a PC with the same 
configuration as described above. These results are shown in Table 3, where no method 
includes the last step of pose classification.

Table 2  Comparisons of different methods on the proposed dataset

Method Reading (%) Looking (%) Hunching (%) Accuracy (%)

OpenPose + SVM 67.3 61.4 – 64.2

Faster RCNN + HRNet-W32 + SVM 83.4 84.5 92.4 81.8

YOLOV3 + SE-HRNet-W32 + SVM (our) 88.6 89.2 91.6 90.1
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The average running time of each image in the proposed method is 0.142 s. Thus, the 
proposed method is marginally slower than OpenPose because OpenPose is a bottom-up 
method. However, the proposed method yields a similar time to the HRNet + YOLOV3 
method and a significantly faster time than the HRNet-W32 + Faster RCNN method by 
404%. These results also show that the proposed improved HRNet does not add much 
computational cost based on its addition of the SENet structure, indicating that the pro-
posed approach works well in real classroom environments.

6 � Discussion
This paper introduces a new approach to multi-student posture recognition in a class-
room environment based on an improved high-resolution network. Specifically, this 
method combines the YOLOv3 object detection algorithm and the HRNet pose estima-
tion network and further enhances HRNet with the SENet structure, leading to SVM-
based pose classification algorithms. The proposed approach and methods have been 
tested and evaluated using the COCO validation dataset and a customer dataset, and 
both yield impressive results. Most existing classroom posture recognition methods are 
object detection or pose estimation methods; however, the proposed method combines 
object detection, pose estimation and neural network classification algorithms for multi-
student posture recognition. The method proposed in this paper is also compared to the 
methods used in other papers [1, 2, 4], which use object detection technology for multi-
student posture recognition in a classroom environment. The proposed method can 
recognize more postures and exhibits better scalability and robustness. Compared to J. 
Zaletelj’s paper [6], which uses the multi-person pose estimation method, the proposed 
method improves HRNet using the SENet structure and yields high-accuracy pose esti-
mation in complex cluttered classroom environments.

Figure  5 shows the representative recognized results of the proposed method from 
sparse to dense situations. Each pose is labeled immediately next to body key points, 
and the hunched posture is identified by a bounding box in the images. The proposed 
method can manage sparse and concentrated distributions of students, and can clearly 
locate students and recognize their poses in difficult situations, even with occlusions. In 
another difficult situation, where certain hunch postures can easily be confused with the 
looking pose, the proposed method still frequently predicts the correct label. In other 
cases, such as with occlusions or background noise, the proposed method also exhibited 
more robust results than other methods.

Certain limitations in this study do exist. Due to limited manpower, we collected a 
small amount of data in the customer dataset used in this study. The amount of data 

Table 3  Comparison of the processing time of different methods on the proposed dataset

Methods Time (s) Frames per 
second (FPS)

OpenPose 0.11 10

HRNet-W32 + Faster RCNN 0.321 3

HRNet + YOLOV3 0.136 7

SE-HRNet + YOLOV3(our) 0.142 7
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used to test the proposed methodology is not large and thus cannot represent all class-
room environments.

7 � Conclusions
In this paper, we propose a classroom student posture recognition method that effec-
tively combines pose estimation, object detection and posture classification with strong 
robustness and scalability. We choose YOLOv3 as the object detection network to detect 
hunch postures due to its efficiency. Then, to alleviate the high error rates of other com-
mon pose estimation methods, we propose to embed the SENet structures into HRNet. 
Experiments on the COCO dataset show that the AP of the improved HRNet reaches 
73.8%, slightly higher than the original HRNet. Finally, we design a posture classification 
algorithm based on the SVM and the accuracy of the proposed method reaches 90.1%, 
outperforming other traditional methods. In the future work, we will adapt the posture 
classification algorithm to recognize more types of student postures. Another extension 
would be to acquire extra student data in different environments to further improve the 
generalization ability of the proposed approach.

Abbreviations
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