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Abstract

Service recommendation has become a promising way to extract useful or valuable information from big educational
data collected by various sensors and distributed in different platforms. How to protect the private user data in each
cluster during recommendation processes is an interesting but challenging problem in the educational domain. A
locality-sensitive hashing (LSH) technique has recently been employed to achieve the abovementioned privacy-
preservation goal. However, traditional LSH-based recommendation approaches often suffer from low accuracy when
the service quality data recruited in recommendations vary in a big range. Considering this drawback, we modify the
traditional LSH technique in this paper to make it applicable to the service quality data with a big range, so as to pursue
privacy-preserving and an accurate recommended list. Finally, a wide range of experiments are conducted based on the
distributed dataset, i.e., WS-DREAM. Experiment results show that our approach can protect the private data in education
(e.g., student information in universities) and performs better than other state-of-the-art ones in terms of accuracy and
efficiency.
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1 Introduction
In the age of Internet of Things (IoT), tremendous sensors
embedded in various smart devices (e.g., smart phone and
PDA) have produced a considerable amount of data and
stored in different platforms, which form the so called big
data [1–3]. In this situation, service recommendation has
become one of the most effective techniques to extract
valuable information from massive data in various do-
mains, e.g., education. Typically, through analyzing the his-
torical educational service usage data (e.g., service quality
left by educational users) distributed in different platforms,
a recommender system can mine the potential interest or
preferences of a target user, through lightweight recom-
mendation techniques (e.g., collaborative filtering (CF)).
Then according to user preferences, the recommender sys-
tem can return appropriate services to the target user, so
as to satisfy his/her complex business requirements [4, 5].

However, from the perspective of educational users, the
historical service quality data (stored in different clusters)
used to make recommendation decisions are generally
sensitive as they often contain some private information
of users. Therefore, in order to protect business secrets
and obey laws, it is necessary for a recommender system
to protect the sensitive service quality data (e.g., quality of
a service ever invoked by an educational user), especially
when the data are collected via remote sensors and stored
in distributed clusters [6, 7].
As an efficient and privacy-preserving technique for a

similar neighbor search, the locality-sensitive hashing
(LSH) [8] technique has recently been introduced into a
service recommendation domain to protect the private in-
formation of users [9–11]. Typically, a recommender sys-
tem first utilizes the LSH technique to build user indices
with little privacy (even no privacy) and then search for
the similar neighbors of a target user based on the
pre-built user indices; this way, similar neighbors of the
target user can be found easily, without revealing the sen-
sitive service quality data generated from past service in-
vocations. Finally, appropriate services are selected and
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recommended to the target user based on the derived
similar neighbors of the target user, so as to complete the
LSH-based service recommendation process.
Generally, the traditional LSH technique performs well

in privacy-preserving service recommendations. How-
ever, when the service quality data vary in a big range
(e.g., the throughput in WS-DREAM dataset [12], whose
value range is [0.004, 1000] kbps), the accuracy of
LSH-based service recommended results decreases sig-
nificantly and hence cannot satisfy the target users’
quick recommendation requirements. In view of this
challenge, we improve the traditional LSH technique, so
as to adapt the LSH-based recommendation approaches
to the sensitive service quality data with a big range
(e.g., throughput = 20 kbps when an educational user in-
voked a service). This way, we can enlarge the applic-
ability of the LSH technique in privacy-preserving
service recommendations and meanwhile improve the
recommendation accuracy.
In summary, our major contributions are twofold.

(1) We recognize the limitation of the traditional LSH
technique in terms of recommendation accuracy
when the service quality data for recommendations
vary in a big range. Furthermore, we improve the
traditional LSH-based recommendation approaches
to adapt to the service quality with a big range.

(2) A set of experiments are designed and conducted on
a well-known service quality dataset, i.e.,WS-DREAM,
to validate the effectiveness and efficiency of our
proposed privacy-preserving service recommendation
approach. Experiment results show that our proposal
outperforms other competitive approaches in terms
of recommendation accuracy, when the historical
service quality data are varied in a big range.

The rest of this paper is structured as below. Related
work is presented in Section 2. In Section 3, a novel
privacy-preserving service recommendation approach
based on the improved LSH technique, named RecLSH*, is
proposed to protect the private service quality data with a
big range. Experiment comparisons are presented in
Section 4. Finally, in Section 5, we conclude the paper and
discuss the possible research directions in the future.

2 Related work
In the IoT age, privacy preservation has become a hot
research topic in various domains including service rec-
ommendations. Many researchers have concentrated on
the privacy-preserving service recommendation prob-
lems and put forward their respective resolutions. In this
section, we will introduce the related work from the
following four aspects, respectively.

2.1 Anonymization
Anonymity is an effective approach to achieve the data se-
curity and privacy-preservation goals in many research
domains. Through anonymization, multiple entries in a
dataset become similar and indiscriminative; this way, the
private information of users can be protected. As a variant
of an anonymization technique, K-anonymity is recently
recruited in [13] to generalize the real geographical infor-
mation of users so as to protect the users’ location privacy.
One shortcoming of K-anonymity is that it is hard to de-
termine the optimal value of parameter K. Besides, the
data availability after K-anonymity is reduced significantly
when K grows; therefore, the recommendation accuracy
would be decreased accordingly.

2.2 Encryption
As a classic data protection mechanism, encryption is
widely applied in various domains. Many variants of an
encryption technique are put forward in recent years, such
as homomorphic encryption [14]. Although these ap-
proaches can protect the sensitive information of users,
the encryption cost and time delay are often high; there-
fore, they are often not suitable for the lightweight service
recommendation scenarios where quick responses from
recommender systems are required.

2.3 Data obfuscation
In [15], the real service quality data are obfuscated by add-
ing a random value and then the obfuscated data are re-
cruited to make service recommendations; this way, the
private information hidden in real service quality data can
be protected well. However, as the data used to make rec-
ommendations are obfuscated, the recommendation accur-
acy is reduced accordingly. Similarly, in [16], the differential
privacy (DP) technique is employed to protect the user
privacy when making recommendation decisions. However,
the time cost is often high due to the high time complexity
of DP. Besides, when the available data for recommenda-
tions are updated frequently, the accumulated noise in-
curred by DP will become larger; in this situation, the
recommendation accuracy would be decreased accordingly.

2.4 Locality-sensitive hashing (LSH)
In refs. [3–6, 9–11], the LSH technique is combined with
user-based CF to build user indices offline so as to make
efficient and privacy-preserving service recommendations.
Similarly, the LSH technique is recruited in [17] to build
service indices offline so as to accelerate the similar ser-
vice search process. Although the LSH technique can be
recruited to protect the private information of users, the
LSH-based service recommendation approaches often fail
to generate an accurate recommended result when the
service quality data used to make recommendation deci-
sions are varied in a big range.
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With the above analyses, we can conclude that LSH
is a promising technique to achieve the goal of efficient
and privacy-preserving service recommendations.
However, the traditional LSH technique still fails to
produce an accurate recommended result while pro-
tecting the private service quality data with a big range.
Considering this drawback, we improve the traditional
LSH technique in this paper to make it adapt to the
service quality varied in a big range, so as to improve
the applicability and the accuracy of LSH-based rec-
ommendation approaches.

3 Privacy-preserving web service
recommendations based on service quality data
with a big range
In this section, we introduce the details of our proposed
privacy-preserving service recommendation approach,
i.e., RecLSH*. Concretely, in Section 3.1, we briefly intro-
duce the rationale of LSH to be used in our approach; in
Section 3.2, we first improve the traditional LSH tech-
nique to make it applicable to the service quality with a
big range, and then search for the neighbors of a target
user based on the improved LSH technique; finally, in
Section 3.3, we make service recommendations based on
the target user’s neighbors derived in Section 3.2.

3.1 Locality-sensitive hashing (LSH)
LSH is an effective and efficient technique to make simi-
lar neighbor search. The rationale behind LSH is as fol-
lows [8]: if two points are close enough, then they will
be still neighbors with high probability after a LSH map-
ping; on the contrary, if two points are far away from
each other, then they will not be neighbors with high
probability after a LSH mapping. In summary, LSH is es-
sentially a probability-based similar neighbor search
technique. Additionally, the similar neighbors of a target
user can be discovered based on the indices (with little
privacy) after LSH, instead of the real service quality
data; this way, the private information of users can be
protected very well.

3.2 Improved LSH-based neighbor search based on
service quality with a big range
As discussed in Section 1, the traditional LSH tech-
nique cannot guarantee high accuracy when the private
service quality data vary in a big range. The reason is
that LSH is essentially a probability-based neighbor
search technique and the probability of successful
neighbor search decreases when the service quality
data for recommendations fluctuate significantly. In
view of the above reason analyses, we first transform
the service quality with a big range into a correspond-
ing service quality with a small range through linear
mappings; afterwards, we utilize the transformed

service quality with a small range to make similar
neighbor search based on LSH. Next, we introduce the
concrete processes of service quality transformation
and similar neighbor search.
To facilitate the further discussions, we only consider

one service quality dimension with a big range, denoted
by q, instead of multiple dimensions in many applica-
tion domains [18–27]; for a web service ws, its real
quality over q is denoted by ws.q; the minimal and max-
imal quality values of q of all the candidate services are
denoted by MINq and MAXq, respectively (thus a big
range [MINq, MAXq] can be obtained through statistic
offline), while ws’s quality over q after transformation is
denoted by T(ws.q). Next, we introduce how to trans-
form the real service quality ws.q (∈[MINq, MAXq])
into its corresponding value T(ws.q) (∈[0, 1]) (here, we
select the small range [0, 1] due to its popularity in the
data normalization applications).
Concretely, if q is a positive quality dimension (the lar-

ger the better, e.g., throughput), then the normalization
process can be finished by (1) where ws.q∈[MINq,
MAXq] holds. While if q is a negative quality dimension
(the smaller the better, e.g., response time), then the
normalization process can be finished by (2) where
ws.q∈[MINq, MAXq] holds. Thus, through the transform-
ation equations in (1) and (2), we can obtain T(ws.q)
whose value falls into the range [0, 1]. Then according
to the T(ws.q) values of all candidate services invoked by
all users in the past, we can make similar neighbor
search for a target user (denoted by utarget) based on the
LSH technique, in an efficient and privacy-preserving
way. Next, we introduce the concrete process of
LSH-based neighbor search.

T ws:qð Þ ¼
ws:q− MINq

MAXq− MINq
if MAXq≠ MINq

1 if MAXq ¼ MINq

8<
:

ð1Þ

T ws:qð Þ ¼
MAXq−ws:q
MAXq− MINq

if MAXq≠ MINq

1 if MAXq ¼ MINq

8<
:

ð2Þ

Suppose there are n candidate services {ws1, …, wsn} and
m users {u1, …, um}. Then for each user ui (1 ≤ i ≤m), the
quality of his/her invoked services can be denoted by the
n-dimensional vector ui

!= (T(ws1.q), …,T(wsn.q)). Specific-
ally, T(wsj.q) = 0 (1 ≤ j ≤ n) if user ui has never invoked ser-
vice wsj before. Afterwards, we can transform the sensitive
vector ui

! into its corresponding hash value h(ui) with little
privacy, based on the LSH function h(.) in (3). Here, v! is
an n-dimensional vector (v1, …, vn) where vj is a random
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value in the range [− 1, 1]; symbol “○” denotes the dot
product of two vectors.

h uið Þ ¼ 1 if ui
!∘ v! > 0

0 if ui
!∘ v!≤0

�
ð3Þ

We repeat the above hash process (for user ui) r times
based on the randomly selected r hash functions {h1(.), …,
hr(.)}. Afterwards, an r-dimensional vector H(ui) = (h1(ui),
…, hr(ui)) is obtained, which can be regarded as the index
for user ui according to the traditional LSH theory. Then
all the users and their respective indices form a hash table
(denoted by Hash_Tb). With the derived hash table, we
can make quick neighbor search for the target user utarget.
Concretely, if the indices of utarget and ui are equal in the
hash table Hash_Tb, i.e., H(ui) =H(utarget), then we can
conclude that ui is a neighbor of utarget.
However, LSH is a probability-based neighbor search

technique; therefore, one hash table is often not enough to
guarantee to find out all the similar neighbors of a target
user. In other words, “false-negative” (i.e., similar neighbors
of the target user are overlooked by mistake) search results
are possible. Therefore, in order to reduce the “false-nega-
tive” probability, multiple hash tables are often needed.
Concretely, we repeat the abovementioned hash table
building process L times to get L hash tables {Hash_Tb1,
…, Hash_TbL}. Then we relax the neighbor search condi-
tion in the last paragraph as follows: if H(ui) =H(utarget)
holds in any hash table Hash_Tbx (1 ≤ x ≤ L), then ui can
be regarded as a neighbor of utarget. This way, we can
obtain more neighbors (denoted by set Neighbor_set) of
the target user.
Here, we utilize the user index H(ui) (1 ≤ i ≤m), in-

stead of the transformed service quality vector ui
! , to

make similar neighbor search due to the following two
reasons. First of all, H(ui) contains less private informa-
tion of users compared to ui

!. Second, the L hash tables
can be built offline; therefore, the neighbor search
process based on H(ui) and H(utarget) would be finished
quickly, which can accelerate the speed of subsequent
recommendation process significantly. Therefore, with
the help of user indices, we can search for the neighbors
of a target user in a privacy-preserving and efficient way.
Next, we introduce how to predict the missing service
quality and make appropriate service recommendations
based on the derived neighbors in Neighbor_set.

3.3 Service recommendation
For each service wsj (1 ≤ j ≤ n) never invoked by utarget,
its missing service quality (after quality transformation)
over dimension q, i.e., T(wsj.q), can be predicted by the
equation in (4). Here, set Neighbor_setj includes all the
neighbors of utarget who have ever invoked service wsj

before; Tu(wsj.q) denotes the quality over dimension q of
service wsj invoked by user u.

T wsj:q
� � ¼ 1

j Neighbor set j j
� X
u∈Neighbor set j

Tu ws j:q
� �

ð4Þ

With the predicted service quality T(wsj.q) after quality
transformation, we can reversely calculate the predicted
service quality before quality transformation, i.e., wsj.q, by
(5) (for those positive quality dimensions) and (6) (for those
negative quality dimensions). These two equations are de-
duced from (1) and (2), respectively. Then for each service
never invoked by utarget, its missing service quality can be
predicted by (5) and (6). Finally, we select the service with
the optimal predicted quality and recommend it to utarget.

wsj:q ¼ T wsj:q
� ��

MAXq− MINq
� �þ MINq ð5Þ

wsj:q ¼ MAXq−T wsj:q
� ��

MAXq− MINq
� � ð6Þ

4 Experiments
4.1 Experiment configurations
To simulate the private data protection scenarios in the
distributed environment, our experiments are conducted
on a well-known distributed service quality dataset
named WS-DREAM [12]. The dataset consists of the
quality data (i.e., response time and throughput) of 5825
services invoked by 339 users around the world. In this
paper, we only focus on the service quality with a big
range; therefore, the quality dimension throughput
whose values belong to the big range [0.004 kbps, 1000
kbps] is considered in our experiments. Because the
quality values of response time are varied in a small
range [0.001 s, 19.999 s], therefore, response time is not a
quality dimension that we are interested in and hence is
not considered here.
We test the time cost and MAE (mean absolute error,

the smaller the better) to evaluate the performances of
our proposed service recommendation approach, i.e.,
RecLSH*. Furthermore, to validate the advantages of
RecLSH*, we compare our proposal with the following
four recommendation approaches:

(1) DistSRLSH [28]: our previous work which employs
the traditional LSH technique to search for the
similar users of a target user, in a privacy-
preserving way.

(2) UPCC: user-based collaborative filtering which
recruits the PCC (Pearson correlation coefficient)
as the similarity measurement.

(3) P-UIPCC [15]: data obfuscation technique (each
sensitive service quality value is added a random
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number) is recruited to protect the private
service quality.

(4) PPICF [29]: sensitive service quality data are divided
into several quality segments with little privacy, and
then the quality segments are employed to make
service recommendations.

The experiments were deployed on a Dell laptop with
a 2.80-GHz CPU and 2.0-GB RAM. Experiments are
running under Windows XP and JAVA 1.5. Each experi-
ment is repeated 10 times, and the average results are
reported.

4.2 Experiment results
Concretely, four profiles are tested and compared in our
experiments. Here, β (∈[0%, 100%]) denotes the density
of user-service quality matrix; r and L represent the
number of hash functions and the number of hash tables
recruited in our approach, respectively.

4.2.1 Profile 1: Recommendation accuracy comparisons of
five approaches (w.r.t. β)
In this profile, we test the accuracy of our proposed
RecLSH* approach and compare it with the other four ap-
proaches. The parameters are set as follows: β is varied
from 5 to 25%, r = L = 10 holds. The experiment results
are shown in Fig. 1. As Fig. 1 indicates, the recommen-
dation accuracy of the RecLSH* approach outperforms the
other four approaches, because the LSH technique is im-
proved and recruited in RecLSH* to adapt the service
quality data with a big range, while the other four
approaches do not discriminate the service quality
dimensions with different value ranges; therefore, the

recommendation accuracy is decreased when the service
quality for recommendations varies in a big range. An-
other observation from Fig. 1 is that in our RecLSH* ap-
proach, the recommendation accuracy does not render a
linear variation tendency with the density of user-service
quality matrix, i.e., β.

4.2.2 Profile 2: Recommendation efficiency comparisons of
five approaches (w.r.t. β)
Efficiency or scalability is another criterion to evaluate the
performances of a recommender system. Therefore, in this
profile, we test and compare the efficiencies of different
service recommendation approaches. The experiment par-
ameter settings are as follows: the matrix density β is var-
ied from 5 to 25%, r = L = 10 holds. The concrete
experiment results are presented in Fig. 2.
As Fig. 2 shows, the recommendation efficiencies of

RecLSH* and DistSRLSH approaches are better than the
other three approaches; this is because the LSH tech-
nique is adopted in both RecLSH* and DistSRLSH, while
LSH is rather efficient in searching for the neighbors of
a target user as most jobs (e.g., the building of user
index tables) can be done offline. Besides, RecLSH* con-
sumes a little more time than DistSRLSH as the service
quality data with a big range need to be transformed in
RecLSH*. However, as demonstrated in Fig. 2, our pro-
posed RecLSH* approach is still efficient enough com-
pared to the UPCC, P-UIPCC, and PPICF approaches.

4.2.3 Profile 3: Recommendation accuracy of the RecLSH*
approach w.r.t. r and L.
As introduced in Section 3.1, LSH is essentially a
probability-based neighbor search technique; therefore,

Fig. 1 Recommendation accuracy comparison (w.r.t. β). Detailed legend: RecLSH*, DistSRLSH, UPCC, P-UIPCC, PPICF
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the accuracy values of LSH-based service recommenda-
tion approaches are often correlated with several LSH
parameters, such as the number of hash functions (i.e.,
r) and the number of hash tables (i.e., L). Considering
this, in this profile, we test the relationship or correl-
ation between the recommendation accuracy of the
RecLSH* approach and the parameters r and L. The
experiment parameters are set as below: β = 25%; r is
varied from 2 to 12; L is varied from 10 to 20. The
concrete experiment execution results are presented
in Fig. 3.

As Fig. 3 shows, the recommendation accuracy of the
RecLSH* approach approximately decreases (i.e., MAE in-
creases approximately) with the growth of L. This is be-
cause according to the nature of LSH, a larger L value
(i.e., more hash tables) often means looser search condi-
tion for neighbors; in this situation, some neighbors who
are not very similar with the target user would be
returned to make service recommendations, and there-
fore, the recommendation accuracy is decreased to some
extent accordingly. Another result that can be observed
from Fig. 3 is that the recommendation accuracy of our

Fig. 2 Recommendation efficiency comparison (w.r.t. β). Detailed legend: RecLSH*, DistSRLSH, UPCC, P-UIPCC, PPICF

Fig. 3 Recommendation accuracy of RecLSH* (w.r.t. r and L). Detailed legend: r: number of hash functions (2, 4, 6, 8, 10, 12)
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RecLSH* approach approximately increases (i.e., MAE
drops approximately) when r rises. This is because a lar-
ger r value (i.e., more hash functions) often means stric-
ter search condition for similar neighbors of a target
user. In this situation, only the neighbors who are very
similar with the target user would be found and re-
cruited to make recommendation decisions; therefore,
the service recommendation accuracy of our RecLSH*
approach is increased accordingly.

4.2.4 Profile 4: Number of neighbors in RecLSH* w.r.t. r, L.
The number of derived neighbors of a target user is an
important reference criterion to evaluate the perform-
ance of CF-based service recommendation approaches.
In this profile, we measure the number of neighbors of
our proposed RecLSH* approach and investigate its pos-
sible relationship with the LSH parameters r and L. The
concrete experiment parameters are set as below: β =
25%; r is varied from 2 to 12; L is varied from 10 to 20.
The experiment results are shown in Fig. 4.
As can be seen from Fig. 4, there is an obvious decline

of the number of similar neighbors when the number of
hash functions, i.e., r, grows. The reason is the same as
that in Fig. 3. More concretely, a larger r value often
means stricter search condition for similar neighbors,
and therefore, fewer neighbors of a target user would be
found according to the stricter search condition. Add-
itionally, when the number of hash tables, i.e., L, grows,
the number of returned neighbors is increased approxi-
mately. This is because the search condition for neigh-
bors becomes looser when L grows, and in this situation,
more users would be regarded as qualified neighbors of
a target user according to the looser search condition.

4.3 Discussions
In our approach and experiments, we only consider one
quality dimension whose value is in a big range (e.g.,
throughput dimension in WS-DREAM dataset), without
considering the multiple quality dimensions as well as
their complex relationships, e.g., linear correlations [30–
33], nonlinear correlations [34–48], and weight signifi-
cance [49–55]. So in the future, we will further discuss
this more complex multi-dimensional service recom-
mendation scenario. Besides, in this paper, we only con-
sider the service quality dimension whose value is a real
number, while neglecting the diversity of data styles (e.g.,
integer number, real number, fuzzy number) [56–60].
Considering this drawback, we will investigate more
comprehensive service recommendation approach that
integrates diverse data types. Finally, due to the intrinsic
shortcoming of LSH technique, it is hard to evaluate the
privacy-preservation performance of our suggested
RecLSH* approach. In the future work, we will further in-
vestigate this how to solve this key issue.

5 Conclusions
Protecting the private information of educational users
hidden in the service quality data distributed across differ-
ent platforms is a key precondition of successful service
recommendations in the distributed environment. LSH
has been proven as an effective technique to make
privacy-preserving and efficient service recommendations.
However, traditional LSH-based service recommendation
approaches often fail to return a high-quality recom-
mended list when the sensitive service quality data for rec-
ommendations vary in a big range. Considering this
drawback, we improve the traditional LSH technique in

Fig. 4 Number of neighbors in RecLSH* (w.r.t. r and L). Detailed legend: r: number of hash functions (2, 4, 6, 8, 10, 12)
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this paper to make it applicable to the service quality data
with a big range. Through the experiments on WS-
DREAM dataset, we prove the feasibility of the RecLSH*
approach.
However, we only discuss one quality dimension of

services in recommendation decisions for simplicity,
without considering the multiple quality dimensions as
well as their linear correlations, nonlinear correlations,
data styles, and weights. So in the future, we will further
refine our work by considering multiple service quality
dimensions simultaneously. Additionally, service quality
often varies with time; so time-aware recommendation is
another research direction in the future.
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