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Abstract
The attrition of employees is the problem faced by many organizations, where valuable and experienced employees 
leave the organization on a daily basis. Many businesses around the globe are looking to get rid of this serious issue. The 
main objective of this research work is to develop a model that can help to predict whether an employee will leave the 
company or not. The essential idea is to measure the effectiveness of employee appraisal and satisfaction rates within the 
company, which can help to reduce the attrition rate of employees. In this paper, a new approach focused on machine 
learning was used to enhance different retention approaches for targeted employees. There is also an effort in this paper 
to shed some light on different factors influencing the attrition rate of workers and their possible solutions. Implementing 
this principle will help management in employee appraisal and in the decision-making process to recognize valuable 
employees who will leave the company. Using this application, hidden reasons for employees’ attrition can be identified, 
and management can take preventive actions regarding attrition of each employee individually.

Keywords Human resource management · Machine learning · Prediction · Classification · Employees attrition

1 Introduction

Data mining is all about processing data and finding the 
patterns and trends to generate information that can be 
helpful in deciding or choosing the long-run trend [1]. 
Data mining is the most current active research area, and 
techniques of it have been used in classification, cluster-
ing, and prediction, too [2]. Various machine learning 
techniques are applicable in numerous industries, educa-
tion, and research fields. Currently, companies in a wide 
range of industries are already using machine learning 
techniques on a regular basis. Few of them are retail, 
health care, banking, software, insurance, etc. [3]. Those 
businesses using machine learning also combine it with 
data processing with pattern recognition, machine learn-
ing, computer science, statistics, and alternative necessary 

tools [4]. Data Mining is rising over its importance in 
human resource management in businesses since it per-
mits them to obtain a clear idea about their employees 
and customers for making smart beneficial decisions for 
them.

For each employee, an organization has to invest an 
abundance of time and money for their training as per the 
organization’s requirement. When an employee leaves the 
organization, the company is not only losing its valuable 
employees, but the company also loses on the amount 
that it has spent to recruit and select those employees 
and to train them for their respective jobs. On the other 
hand, the organization needs to invest more and more in 
recruitment, training, and development of new staff to 
fill up their vacant positions. Due to these reasons, every 
organization wants to control the attrition rate and retain 
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its employees through more satisfactory company poli-
cies and work environments. The present research work 
would be helpful for most companies to know about their 
employee’s satisfaction levels and get some useful infor-
mation that would aid in controlling the attrition rate.

In this paper, machine learning techniques are used in 
the problem of employees’ attrition due to two reasons. 
Firstly, in recent years machine learning techniques have 
not been used to solve employee attrition problems. 
Secondly, machine learning techniques outperform an 
employee’s attrition problem. From data collection to find-
ing the reason for employee attrition, the present research 
work has been completed with a predictive model in the 
manner mentioned below.

Here, predictive analysis techniques have been used 
on Human Resource data. In the very first step, data were 
collected from the free online available source, and then 
various data exploration techniques were applied to clean, 
prepare and pre-process the data. In the next step, predic-
tive models such as support vector machine (SVM), deci-
sion tree (DT), and random forest (RF) were applied to the 
processed data. Finally, it was concluded that a machine 
learning model would be a best-fitted model for the data-
set in hand. Then these predictive models in training data 
set to train the model to validate this model by performing 
k-fold cross-validation and test the model on the test data 
set. Finally, a comparison of the results of various machine 
learning models was done to decide which model best-
fitted and gives precise results for a given problem.

2  Related work

From the survey of articles related to human resource 
management (HRM), it has been decided to apply 
machine learning techniques for handling real-life 
issues in HRM. In the chapter written by [5], the authors 
explained how HRM would be useful in some real-life 
scenarios. In [6], the author has seen a relationship 
between HRM and productivity. In [7], the author defined 
the importance of HRM in the field of management. In 
[8], check out about the effectiveness of industry charac-
teristics important on the performance working system. 
Their results indicate that the impact of those human 
resource systems on productivity is influenced by the 
business capital intensity, growth, and differentiation. 
Reviews progress by [9] identified a series of phases in 
the development of relevant theory and research. It then 
sets out a number of challenges for the future on issues 
of theory, management processes, and research method-
ology. The main conclusion from the review is that when 
over 20 years of in-depth analysis, there is no standard 
system to answer core questions on the connection 

between HRM and performance. In [10], presented a 
review of the organic process and written account per-
spective on the event of strategic HRM literature. The 
book is divided into seven stuff that provided direc-
tions to the researchers who have been working on it 
for a long duration of time. The author found many fields 
that are related to their current state and explained how 
those fields could be beneficial in future research work. 
Many fields suggested by [11], have been used in HRM 
research very much. In [12], the author tried to solve the 
many management related challenges and provided the 
solutions to that.

In the present scenario, machine learning techniques 
are very much useful in the field of prediction. Prediction 
of source code change will give good feedback by [13], 
and states whether the modified code will be passed or 
not. In this paper, a prediction is made by Ada Boot, and 
ZeroR techniques and comparison of both techniques are 
also listed here. In [14], the authors presented a paper on 
the crop suitability prediction based on the rough set and 
neural network. In this paper, various parameter responsi-
ble for the crop is taken into consideration, based on that, 
the prediction was made to identify suitable crop results 
were presented along with reasons for selecting a particu-
lar crop. In [15], suggested a predictive model for paddy 
crop productivity using machine learning techniques. The 
author suggested a plan for the cultivation that can be 
helpful for farmers. Finally, based on results produced by 
researchers in recent years for the prediction process in 
various social issues and real-life challenges, it has been 
decided to apply machine learning techniques for resolv-
ing employees’ attrition problems.

The accuracy of the employee attrition prediction 
is dependent on the data and the method used. There-
fore, the aim of the present study is to focus on these two 
parameters to maximize the accuracy of the predictive 
model. An employee’s attrition problem is a binary clas-
sification problem that uses machine learning classifica-
tion techniques such as SVM, logistic regression, naïve 
base, neural network, and DT. Due to the simplicity and 
interpretability of the model DT and logistic regression 
is used by the researcher and academicians [16]. Due to 
the predictive power and better accuracy, more advance 
model is also used. For example, the author [17] uses DT, 
K-nearest neighbor, and artificial neural network in the 
field of employees attrition, whereas result analysis repre-
sents an artificial neural network to perform better. Author 
[18] presented an employee attrition model based on a 
SVM for the e-commerce industry. His results analysis 
presents SVM outperforms neural network and logistic 
regression. Some of the authors present problems related 
to employee attrition, such as [19] show a comparative 
study on the class imbalance problem.
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3  Data collection and preprocessing

3.1  Dataset description

The human resource management data set, which is 
used in this research work is available online and is free 
of cost on kaggle.com. This dataset contains 10 features 
and more than 14,000 records. All 10 features are related 
to the employees’ attrition problems. Selected attributes 
with their detailed description are mentioned in Table 1. 
Employees count in each and every department is shown 
in Table 2.

3.2  Data exploration

Data exploration is the leading procedure in the ana-
lytical action of data. Statistical and visualization tech-
niques are used to describe the data. In order to further 

analyze the data and to bring out the important aspects, 
we need to first explore the data. In the data exploration 
phase, the techniques of variable identification, univari-
ate analysis, and bivariate analysis have been performed 
step by step on the HRM dataset.

3.2.1  Variable identification

Variable identification is the first step in the data explo-
ration process. This process has been completed in two 
steps. In the first step, identifying the predictor variables 
as input variables and target variables as output vari-
ables is done. In the next step, identifying the data type 
and category of the variables is performed, as shown in 
Table 3.

Table 1  Attributes description

Satisfaction level Employee satisfaction level in the company, where 0 represents the least satisfied and 1 represents most satis-
fied

Last evaluation Employee last evaluation (rating) in the company, where 0 represents the least rating and 1 represents most 
rating

Number of projects Total number of the project done by an employee in his/her carrier
Average monthly hours Mean of hours spent by the employee in the company, on monthly basis
Time spend company Mean of hours spent by the employee in the company, on daily basis
Work accident Numeric attribute values (0 or 1). if any accident/escalation happened with the employee in the company per 

month
Left Target attribute value (0 or 1). Where 0 represents employee not left the company and 1 represents employee 

left the company
Promotion on last 5 years Numeric attribute values (0 or 1). Where 0 represents employee don’t get any promotion in last 5 years whereas 

1 represents employees who received the promotions
Sales The information about employees department. This is a categorical variable which has seven departments
Salary Categorical variable divding the salary of employees in 3 broad categories (low, medium and high)

Table 2  Department wise 
employees distribution

Department name Employ-
ees count

Sales 4140
Technical 2720
Support 2229
IT 1227
Product_mng 902
Marketing 858
RandD 787
Accounting 767
HR 739
Management 630

Table 3  Variable identification

Attributes Data type Variable category Type of variable

Satisfaction_level Numeric Continuous Predictor
Last_evaluation Numeric Continuous Predictor
Number_of_pro-

jects
Numeric Categorical Predictor

Average_montly_
hours

Numeric Continuous Predictor

Time_spend_com-
pany

Numeric Continuous Predictor

Work_accident Numeric Categorical Predictor
Promotion_

last_5years
Numeric Categorical Predictor

Domain Character Categorical Predictor
Salary Character Categorical Predictor
Left Numeric Categorical Target variable
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3.2.2  Uni‑variate analysis

In the univariate analysis, continuous and categorical vari-
ables are explored. A technique to perform the univariate 
analysis is subjected to the variable type (categorical or 
continuous). We have explored these approaches and sta-
tistical measures for categorical and continuous variables 
individually.

Continuous variables Here we have focused on the 
Mean, standard deviation, and spread of the variable. 
These are explained using several statistical metrics visu-
alization methods. We took the summary of continuous 
variables, as shown in Table 4.

Categorical variables A frequency distribution is the best 
way to comprehend the spreading of each categorical vari-
able. It can be read as a percentage of values under each 
category. It can be measured using two metrics Count and 
Count% against each category. A bar chart can be used as 
a visualization tool.

Figures 1, 2, 3 and 4 represent the bar chart of the vari-
ables. Figure 1 represents the department strength of the 
organization; it means the number of projects handling by 
the different departments like Accounting, hr, IT, manage-
ment, marketing, product, and RandD. The figure shows 

that most of the project handling by employees working in 
the HR department and a very less number of employees 
are working on management related projects. Project dis-
tribution is shown in Fig. 2, from 2 to 7 six types of projects 
are available. The highest number of projects are avail-
able from type 4, and the minimum number of projects 
is of type 7. Figure 3 represents the salary distribution of 
the employees; it shows that most of the employees are 
getting a low salary, and very few are working on a high 
salary. The number of hours spent by the employees has 
been shown in Fig. 4, it can be concluded that most of the 

Table 4  Uni-variate analysis

Satisfication level Last evaluation Number of projects Average 
monthaly 
hours

Time spend 
in company

Work accident Left Promotion 
in last 5 
years

Count 14999 14999 14999 14999 14999 14999 14999 14999
Mean 0.61283 0.716102 3.80305 201.05033 3.49823 0.14461 0.238083 0.021268
Std 0.24863 0.171169 1.23259 49.94309 1.46013 0.351719 0.425924 0.144281
Min 0.09 0.36 2 96 2 0 0 0
25% 0.44 0.56 3 156 3 0 0 0
50% 0.64 0.72 4 200 3 0 0 0
75% 0.82 0.87 5 245 4 0 0 0
Max 1 1 7 310 10 1 1 1
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employees are spending 3 h, and there are few employees 
who are spending 10 h.

Feature importance plot Decision tree makes split that 
minimize the decrease in impurity. By calculating the 
mean decrease in impurity for each feature across all trees 
shown in Fig. 5 using the feature importance plot.

3.2.3  Bi‑variate analysis

A Bi-variate analysis is used to find out the correlation 
between two variables. Here, we look at variables at a 

Pre-determined significance level. Implementation of bi-
variate analysis for any grouping of absolute/categorical 
and continuous variables can be done. These grouping 
can be categorized as Continuous & Continuous, Con-
tinuous & Categorical and Categorical & Categorical. Dis-
similar methods are used to handle these groupings in 
the course of the analysis process. The feasible combina-
tions in detail are stated below:

Continuous & continuous We will look at a scatter 
plot for two continuous variables comparisons. It is a 
good way to determine the relationship between two 
variables. The outline of the scatter plot signifies the 
correlation.

Categorical & categorical If we have to determine the 
relationship between two absolute, i.e., categorical vari-
ables, then we have to use the Chi-Square test.

Chi-square test Chi-Square Test is used to obtain the 
statistical consequence of the relationship between the 
variables. It also checks whether the suggestions in the 
specimen are robust enough to evaluate the relationship 
for a massive population as well. This test is based on 
the variance between experimental and expected fre-
quencies in at least one category in the two-way table. 
The probability for the quantified chi-square distribution 
gets yield with the degree of freedom.

Probability of 0: It depicts that both categorical vari-
ables are relatable to each other.
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Probability of 1: It depicts that both variables are not 
inter-related, i.e., they are independent.

Probability less than 0.05: It depicts at 95% confidence 
the relationship between the variables is significant. For 
the test of independence of two categorical variables, the 
chi-square test can be given by the following equation:

where O  =  observed frequency and E  =  expected fre-
quency under the null hypothesis and can be computed 
by Eq. 2.

Categorical & continuous Box plot is the best way to explore 
the Categorical variable. For each level of categorical vari-
ables, we can draw the box plot. A scatter plot is the best 
way to map the relationship between two continuous vari-
ables. But the strength of the relationship among them 
is not indicated. The strength of the relationship can be 
determined by using the correlation shown in Fig. 6. The 
value of the correlation lies between − 1 to + 1. Correlation 
can be derived using Eq. 3 given below.

(1)X2 =

∑

(O − E)2

2

(2)X2 =
row total ∗ column total

sample size

(3)Correlation =
covariance(X , Y)
√

Var(X ) ∗ Var(Y)

3.3  Data visualizations

In this section, data visualization is performed on a con-
tinuous and categorical variable, and an attempt is made 
to understand the relationship among these variables with 
our target variables. Graphs are the best way to under-
stand the behavior of attributes and relationships among 
them.

3.3.1  Satisfaction level versus employee left

Form Fig. 7, the satisfaction level versus employee left, we 
can find out the high chance of the employees who will be 
left the company. Employees who had really satisfaction 
levels 0.1 or less and between 0.3 and 0.5 having more 
chances to left the company.

3.3.2  Average monthly hours versus number of projects

Average monthly hours versus number of projects is 
shown in Fig. 8. With an increase in the project count, aver-
age monthly hours increases proportionally.

3.3.3  Last evaluation versus number of projects

Last evaluation versus number of projects is shown in 
Fig. 9. It shows that the last evaluation directly depends 
upon the number of projects.

Fig. 6  Correlation between 
different features
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3.3.4  Employee’s count versus last evaluation

Figure 10 shows the employee’s count versus last evalu-
ation. This figure represents the bio-modal distribution 
of employees who left the company. Low performance 
and high performance are the two main criteria of the 
employees that highly tend to leave the company. The 
last evaluation lies within 0.6–0.8 is a favorable zone for 
employees that stays in the company.

3.3.5  Salary versus employees left the company

Figure 11 shows the distribution of salary versus employ-
ee’s left the company. From this figure, we concluded 
that, majority of Employees who Left the company had 
either low or medium salary.

Fig. 7  Satisfaction level versus 
employee left

Fig. 8  Average monthly hours 
versus number of projects
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3.3.6  Department versus employees left the company

Figure 12 represents the distribution of department versus 
employee’s left the company. This figure depicts that the 
technical, sales and support departments were among the 
top 3 departments to have maximum employee churning.

3.4  Data preparation and model detection

Absent data in the training data set can bring down the 
power to fit a model or can direct to a biased model since 
we have not analyzed the functioning and relationship 
with other variables accurately, which can lead to incor-
rect prediction.

3.4.1  Methods to treat missing values

With the help of Python’s pandas library function dropna() 
and fillna() we can drop the missing values from our data-
set. Finally, the dataset is free from the missing values, and 
now the dataset is ready for further processing.

4  Model formulation

4.1  Modelling

The modeling process involves the selection of models 
based on various machine learning techniques, which 
would be used in the experimentation. In prediction, vari-
ous predictive models based on artificial neural networks, 
DT, Bayesian method, logistic regression, SVM, etc., can be 
employed. Our goal is to identify the best classifier for our 
problem. For this, each classifier can be trailed on the fea-
ture set and the classifier with the best classification results 
can be used for the prediction.

4.1.1  Support vector machine (SVM)

An algorithm that can be defined by separating hyper-
plane is said to be an SVM [20]. Like, the output of the 
given training data is an optimal hyperplane on apply-
ing the algorithm, which categorizes a new set of exam-
ples. This algorithm is mainly concerned about finding 
the hyperplane, which gives the distance of the training 
samples to the maximum extent. The margin is obtained 
with the distance given by the SVM theory. The margin 

Fig. 9  Last evaluation versus 
number of projects
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of the training data is maximized by the separating 
hyperplane determined by SVM.

4.1.2  Decision tree (DT)

A DT [21], breakdown the decisions which visually and 
clearly signify decisions and decision making. A DT 
describes data in which the resulting classification tree 
can act as an input for decision making.

4.1.3  Random forest (RF)

RF [22], is an ensemble learning approach for catego-
rizing and backsliding the dataset. This approach works 
while outputting the mode of the classes (categorizing) 
or backsliding of the particular tree by developing a 
large number of DT.

Fig. 11  Distribution of salary 
versus employees left the 
company
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4.2  Training and testing

The dataset is split into training and testing dataset 
using cross-validation, with training data being used to 
train the model and testing data used to test the model. 
The machine learning techniques used for the prediction 
model were Support Vector Machine with Radial Basis 
Function kernel (SVM), Decision Tree (DT), and Random 
Forest (RF). The classifiers were trained using Scikit-learn 
[23, 24]. A short description of each classifier is given 
below.

4.3  Model evaluation

Every instance of the given problem would be classified 
as if the employee leaves the company or not. Using 
a standard confusion matrix, the number of instances 
that the model has correctly classified can be identified. 
Confusion matrix allows visualization of the perfor-
mance of a classifier giving out a detailed analysis with 
reports on the number of true positives, false positives, 
true negatives, and false negatives. The only accuracy 
can yield misleading results if the dataset is unbalanced 
and hence can be unreliable. A classification report 
would depict the precision, recall, and F1-Score for the 
model. Precision and recall are based on the measure 
of relevance with precision representing the fraction of 
relevant samples among the retrieved samples, while 
recall depicts the fraction of relevant samples that have 
been retrieved over the total number of relevant sam-
ples. Using the above-mentioned evaluation metrics, 
the classifiers are evaluated in order to find out the best 
model for the problem.

5  Result analysis

This section presents the results of the various classifier 
used for the prediction. We have been selected depart-
ments that are having more than 1000 employees, such 
as Sales, Support, Technical, and IT. The binary classifi-
ers, SVM, DT, and RF, are evaluated using various binary 
and numeric features, as mentioned above, using their 
scikit-learn implementations. Comparisons between the 
classifiers SVM, DT, and RF are shown below in Table 5. 
From the standard confusion matrix for the classifiers 
and the classification report, it is more typical of classi-
fiers to detect the majority class and be less sensitive to 
the minority class and the classification. Thus, it might be 
biased, and the result is simply predicting the majority 
class, which, in our case, is an employee not leaving the 
company. Evaluating the classifiers using the confusion 
matrix, it is observed that the RF achieves even better 
accuracy over DT, outperforming all the classifiers. A 
reason for RF performing better than might be that DT 
uses the entire sample in each step and picking up the 
decision boundaries at random, rather than picking the 
best one. It is quite evident with the results obtained, as 
RF marks an accuracy of 99%. The accuracy of DT and RF 
are significantly better, and it seems that these classifiers 
can be deployed to predict if the employee is likely to 
leave the company.

6  Conclusion

In employee attrition problem, an estimation can be 
framed for either the employee will leave the company 
or not. With this analysis, the organization can choose 
the employees with the utmost chances of leaving the 
organization and then assign them confined incen-
tives. There could also be some cases of false positives 
where human resource thinks that employee will leave 
the company in a short span of time, but actually, the 
employee does not. These mistakes could be afflu-
ent and troublesome for both employees and human 
resource but is a better deal for relational growth. On the 
other hand, there could be a false negative, too, when a 
human resource does not give encouragement/hike to 
the employees, and they do leave the organization. That 
flaw of human resource is dangerous for the organiza-
tion, as the company is not only losing an employee but 
also has to hire another employee and spent the cost 
of training and recruitment. Depending on this condi-
tion, we could categorize the type of treatment based 
on the types of employee incomes. If an employee is 

Table 5  Department wise result analysis

Department Algorithm Precision Recall F1-score

Sales DT 95 98 97
SVM 88 92 90
RF 99 98 98

Technical DT 89 98 93
SVM 83 91 87
RF 97 97 97

Support DT 90 97 93
SVM 89 95 92
RF 98 97 98

IT DT 97 98 97
SVM 86 83 84
RF 99 98 99
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getting high pay, then the kind of treatment given to 
him by the company will be immoderate. Moreover, the 
cost of treatment should be weighted accordingly. The 
employee attrition prediction problem is about people’s 
decision making. In this work, various machine learn-
ing techniques have been implemented on the human 
resource dataset. From the results obtained in this 
research work, it can be concluded that RF outperforms.
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