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Abstract
Social networking sites have become an integral part of everyday life, where people interact, cooperate and quarrel 
with each other. Social media also encourages them to express their opinions and share their comments about their 
lives’ events or about the product they use. Opinions can be direct without any comparison (I like ABC phone) or they 
can be comparative (X-phone’s camera is better than Y-phone). Comparative opinions are useful in many applications, 
e.g. marketing intelligence, product benchmarking, and e-commerce. The automatic mining of comparative opinions 
is an important text mining problem and an area of increasing interest for different languages. This paper focuses on 
identification of comparative sentence from non-comparative ones in Arabic texts. A corpus was developed consisting 
of YouTube comments. This paper describes research experiments that aimed to apply data/text mining algorithms, 
natural language processing and linguistic classification for Arabic comparative text discovery. The results of these 
experiments along with the analysis are also presented. The results were promising reaching to 91% accuracy for the 
detection of comparative opinions.

Keywords Text mining · Mining methods and algorithms · Classification · Opinion mining · Machine learning algorithm · 
Text categorization

1 Introduction

Opinions are important in our life; if we need to make a 
decision, we often ask our acquaintances to give us their 
advice or opinions. With the proliferation of technology 
in every area of our lives, social media—particularly blogs 
and social networks—has fueled this human nature to 
know people’s opinions about everything. Social media 
encourages us to express our opinions and share com-
ments about daily life events with others. Individuals as 
well as organizations and governments want to know 
about these comments depending on their requirements 
[1]. Customer opinions were essential to companies even 
before the advent of the Internet, and many companies 

use survey forms to evaluate people’s opinions about their 
products [2].

Individuals and organizations are increasingly using 
social media content for decision making. Potential 
customers of any product or service access other cus-
tomers’ comments through the internet to gain knowl-
edge of the experiences of other users before buying 
[3]. Additionally, few organizations continue to conduct 
surveys about their products and services even though 
are obtaining reviews about their products and services 
from their consumers directly via social networking 
sites [1, 4]. Many organizations are thus developing and 
improving their business analytics capabilities because 
potential consumers are using user-generated reviews to 
know about prior evaluations of products and services 
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by previous consumers and are using the earned knowl-
edge to make decision for their purchases [5].

Opinion Mining (OM), also known as Sentiment Analysis 
(SA) focuses on development of method that can automat-
ically discover opinionated information and can suggest 
extent of polarity toward a particular target [1, 6].

Opinions express the opinion holder’s view towards 
an entity and/or its aspects. Sometimes people express 
their opinion of a product by comparing it with another 
one. For example, ‘X-video game console is better than 
Y-video game console’ is an opinion that compares the 
two entities, whereas ‘X gaming controller is easier than 
Y’ is an example of an opinion that compares two entities 
based on a single aspect (controller). When opinion hold-
ers express their opinion towards an entity in comparison 
to another, they express a comparative opinion [7].

Social networks are filled with opinions comparing 
between entities and specifying a certain aspect of com-
parisons [7]. Additional examples of these types of opin-
ions circulating the social media are ‘ABC’s tablet is better 
and cheaper than XYZ’, ‘I prefer A to B’ and ‘X cars are more 
powerful than Y’s cars’.

Comparative opinion mining from social networks is 
useful in many fields, such as business, education, politics 
and sports [8]. For example, in the business environment, 
the producer wants to know consumers’ opinions about 
the products and how the product compares with those 
of its competitors. Availability of such information can be 
helpful to businesses in boosting their market performance 
by directing their efforts towards marketing and product 
benchmarking in successful direction [7, 9]. In education 
sector, performance of different teachers of the same course 
can be compared using student’s opinion [8]. Governments 
might want to know the attitude of people towards certain 
decisions and services to ensure the satisfaction of their 
people [2], and detecting comparative reviews is important 
and even sometimes critical for industries [7].

Following the political unrest in the Middle East in 2011, 
known as the Arabic Spring, there has been an increasing 
interest in mining opinions written in the Arabic language 
[10]. Studies of comparative opinion mining in English are 
extensive and not new, but the area of comparative opin-
ion mining in Arabic language is not yet well established, 
and is currently in its infancy.

Manual analysis of opinion and reviews, gives better 
and more accurate understanding of situation, but the 
problems associated with this method includes more 
time-consumption, expensiveness and subjectivity due to 
human involvement. Moreover, the presence of the huge 
volume of data available on social networks makes the job 
of manual analysis of data impractical [2].

We used YouTube comments as inputs for our corpus 
because many comparative opinions in Arabic exist in the 

form of YouTube comments for different uploaded videos 
describing features of various products. Additionally, You-
Tube data are accessible and available for public access 
through streaming Application Programming Interface 
(API).

YouTube ranked 2nd globally on the Alexa website of 
the most visited sites on the internet. YouTube began its 
journey in 2005 when it was founded in form of simple 
video sharing website. With passage of time, it trans-
formed itself to largest video-sharing website in the cyber 
world. After the acquisition by Google, the speed of You-
Tube’s popularity accelerated further and about half a bil-
lion unique users visit YouTube in a month [11].

YouTube allows registered users to upload and share 
video clips on a diverse array of topics and incorporates a 
growing number of additional features that allow users to 
interact with the content and other users. Users can review 
or rate what they have watched and associate comments 
with videos to express their opinions or respond to the 
video content [12].

The following are some properties specific to the 
comments found in social media, particularly YouTube 
comments:

• Most comments are short.
• The linguistic style is usually informal, with numer-

ous accidental and deliberate errors and grammatical 
inconsistencies.

• Comments include many abbreviations, idioms and 
jargon.

• Users do not care about the correct usage of grammar.
• Many comments are unrelated or contain spam.
• Comments are sometimes are unrelated to the video 

content and are instead used for self-expression, to 
provide emotional support, to reminisce, to express 
grief and to give advice [12].

Thus, this paper attempts to understand the techniques 
that can be used for Arabic comparative opinion mining 
and to build accurate models that can classify Arabic com-
parative sentences. The significance of this work is that if 
sentiment analysis is to be performed to detect sentiments 
about entities and aspects, first of all it must be identified 
whether the opinion is comparative in nature or not.

The work is part of broader research which aims to find 
opinions about entity and aspect in comparative sen-
tences. Figure 1 suggest where this work stands in broader 
research. Figure 1 depicts the important tasks or steps 
needed to be taken for comparative opinion mining. There 
are three major tasks to deal with comparisons. The first 
major task is to identify comparative sentences in corpora 
of opinions. This task is the issue of current work. The sec-
ond task is about extraction of entities and aspects from 
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sentences; and the third task determines sentiment polari-
ties (negative, positive or neutral) for entities or aspects of 
entities using multi-label classification (MLC).

The rest of the paper is organized as follows. The next 
section presents the background and discuss some topics 
related to our work. The existing literature is reviewed in 
Sect. 3. Section 4 presents the proposed framework and 
research methodology employed to discover comparative 
opinions in the developed corpus. In Sect. 5, the details 
and analysis of the classification results are given. Finally, 
we conclude this paper with the conclusion and discussion 
of possible future work.

2  Background

In this section, we discuss different issues that are related 
to our work.

2.1  Text classification

Text classification “is the assignment of free text docu-
ments to one or more predefined categories based on 
their content” [13]. Generally, building a classification sys-
tem involves three main phases: data pre-processing, text 
classification and evaluation.

The data preprocessing phase is performed with the tar-
get of transforming the text documents to the state that is 
appropriate to train the classifier. Using the preprocessed 
documents, the text classifiers are constructed using train-
ing dataset. The performances of the constructed classifi-
ers are evaluated using different evaluation measures, e.g. 
measures of recall, precision [14].

Saritha and Pateriya [15] studied various methods for 
comparative sentence identification and classification. 
They found that few studies had been conducted on com-
parative sentences, and they used different supervised and 
unsupervised techniques to identify the comparative sen-
tences and relations.

2.1.1  Linguistic approach

The researchers attempted to categorize different types 
of comparative sentences based on syntax and semantics. 
The main concern of Syntax is the issue of structure of lan-
guage. The logical or grammatical form of sentences come 
in this category. Semantics, on other hands, deals with the 
meaning of words and sentences. When researchers study 
the structure and language of comparative sentences, they 
explicitly assess the usage of morphemes such as more/-er, 
less/-er and as to create orders of superiority, inferiority 
and equality for subject comparison.

Fig. 1  The pipeline architecture suggest where this work stands in broader research
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2.1.2  Machine learning approaches

Supervised learning algorithms need supervisor for train-
ing purpose. The supervisor is provided through data set 
that has label for every example or record. The labelled 
data is used by supervised algorithms to create classifiers 
that create a map from dataset to labels.

2.1.3  Sequential pattern mining (SPM) approach

In order to identify statistically relevant patterns between 
data samples with same delivery of sequences, SPM tech-
nique is used. SPM may be class sequential rule mining or 
label sequential rule mining. This approach is suitable for 
structured data.

2.2  Arabic language and challenges

Arabic, the target language of this paper, is the mother 
tongue of approximately 300 million people in approxi-
mately 22 countries [16]; it ranks as the fifth largest natu-
ral language among the top 100 used natural languages 
worldwide [17]. Arabic writing orientation is from right to 
left. Any Arabic word is combination of any of 28 letters 
that belongs to the Arabic alphabet set. The 28 letters are 
extendible to 90 letters due to additional writing shapes, 
marks and vowels [16].

The Arabic language has two main forms: Standard 
Arabic and Dialectal (colloquial) Arabic. Standard Arabic 
includes Classical Arabic (CA) and Modern Standard Ara-
bic (MSA). CA is the historical language used in the Quran 
and Hadith. MSA is the formal form and is used in books, 
education, TV, newspapers and formal speeches. However, 
Arabic speakers use the dialectal form in their daily inter-
actions and when they express their views about different 
aspects of life on social media [16, 18, 19].

There are many Arabic dialects, but six are dominant 
namely Egyptian, Gulf, Iraqi, Levantine, Moroccan and 
Yemini. The dialects are one of the reasons for the intro-
duction of numerous new words into any language par-
ticularly stop words [19]. The Colloquial Arabic faces the 
problem of lack of standardization [18].

Although Arabic is a widely used language, studies of 
OM have only been conducted in recent years, and this 
field requires more research due to the unique nature of 
Arabic language morphological principles [20]. Arabic 
opinion mining faces many challenges due to the poor-
ness of language resources and to Arabic-specific linguistic 
features [19].

While comparative OM is a well-studied problem for 
English text, not many systems considered extending 
comparative OM to other languages, such as Arabic. Thus, 

adapting comparative OM to Arabic text exhibits many 
challenges, some of which have been discussed in previ-
ous papers [8, 18–21]:

• Arabic synonyms are widespread. An Arabic-translated 
lexicon may have poor coverage due to issue of the 
morphological and orthographic complexities of Ara-
bic language. The source of derivation of most of Arabic 
nouns and verbs is a set of 10,000 roots that are cast 
into stems using templates that may add infixes and 
double letters, or remove letters. These stems can allow 
the prefixes or suffixes to be attached. Hence the num-
ber of possible surface form of Arabic is very huge and 
is in order of billions.

• Arabic is morphologically complex compared to the 
English language.

• Dialect Arabic lacks grammar and rules regarding how 
to use it, and there are no dictionaries for it.

• Another challenge is common occurrence of broken 
plurals. They resemble irregular English plural except 
that the extent of resemblance with their singular form 
is not close to resemblance level of English irregular 
plural with their singular form. Due to their lack of con-
formance with normal morphological rules, existing 
stemmer are unable to handle them.

• Arabic letters can be written with different shapes 
according to their position in the word. For example, 
‘Alif’, in which the first letter has four forms (ا, أ, إ, آ) and 
‘Taa el-marpouta’ and ‘Haa el-marpouta ‘(ة, ه).

2.3  Comparative sentences

In this research, we focus on comparative sentences, which 
are widely used in social media. “A comparative sentence 
expresses a relation based on the similarities or differences 
of more than one entity” [1]. Individuals often ask ques-
tions such as ‘Which one is better: Product A or Product B’, 
and their friends reply to such questions by conducting 
comparisons, which enable organizations to know their 
customer’s opinions about their products so they can 
make improvements [9].

Liu [1] divides comparative relations into four main 
types; the first three types are gradable comparisons and 
the fourth type is a non-gradable comparison.

1. Non-equal gradable comparisons: This type of com-
parison expresses an ordering that exist in opinions for 
some entities with respect to certain aspect. Usually 
these type of comparisons are presented in type of 
“Greater or lesser than” form, e.g. ‘A laser printer is 
faster than an inkjet printer’. This type also includes 
user preferences, e.g. ‘I prefer X to Y’. In Arabic, if a com-
parison source consists of three letters, the word will 
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be in the following form ‘أفعل - > Afael’ [8]. For example, 
‘ ل ’طو  m e a n s  ‘ l o n g ’  a n d  b e c o m e s 
‘ ’ (‘This building is longer than 
the other’). If the comparison source contains more 
than three letters, the sentence will contain one of 
these words: ‘ ’ (more, less, bet-
ter or worse) [8]. For example, ‘تعلُّم’ means ‘educate’ and 
is used in comparisons such as ‘أحمد أفضل تعلما من خالد’ 
(‘Ahmad is better educated than Khaled’).

2. Equative Comparisons: This type of comparison 
expresses the equality between two or more entities 
with regard to shared aspects, e.g. ‘The picture quality 
of X is about the same as that of Y’. In Arabic, many 
words have meanings similar to equality, such as 
 ,which mean ‘equal ,’متساويين, متقاربين, نفس بعض, بنفس المستوى‘
the same, similar and same level’. Therefore,  
 means ‘X and Y have the same ’س وص تقريبا نفس الجودة‘
quality’.

3. Superlative Comparisons: Relations of the type ‘greater 
or less than all others’ rank one entity above all others, 
e.g. ‘Al-Hilal is the Best’. In Arabic, the phrases ‘the best 
and the worst’ are ‘الأفضل أو الأسوأ أو الأجمل أو الأقبح’, and 
they have ‘Al’ prefixes, such as ‘الهلال هو الأقوى’, which 
means ‘Al-Hilal is the strongest’.

4. Non-gradable Comparisons: These comparisons 
include relations that compare the aspects of two or 
more entities but do not grade them. There are three 
main subtypes of this class:

• Entity A is similar to or different from entity B with 
regard to shared aspects, e.g. ‘A tastes different 
from B’.

• Entity A has aspect a1 and entity B has aspect a2 
(a1 and a2 are usually substitutable), e.g. ‘Restau-
rant A has indoor play room for kids, but Restaurant 
Y has outdoor playground’.

• Entity A has aspect a1, but entity B does not have 
aspect a1, e.g. ‘Phone-x has earphones, but Phone-
y does not’.

In this paper, we cover the first and last type only; the 
other types will be the subjects of future work.

3  Literature review

In this section, we present the most notable research on 
identifying and mining comparative opinions in English 
and Arabic. We also present research on the preprocess-
ing step to solve Arabic language problems and works on 
YouTube comment mining.

3.1  Comparative opinion mining

Some publications are available regarding comparative 
opinions of English text. The first widely known paper on 
comparative OM was presented in 2006 by Jindal and Liu 
[9], who studied the problem of identifying comparative 
sentences in English text. The authors developed a binary 
classifier to classify each sentence into either comparative 
or non-comparative class.

Later, Jindal and Liu [22] expanded the research on min-
ing comparative sentences. Their corpus was constructed 
using various items collected from different web sources 
in order to represent different types of data. The items 
included reviews from customers, various forum discus-
sions and random news articles. The authors used two new 
methods to identify comparative sentences and extract 
comparative relations based on two new types of rules: 
class sequential rules (CSRs) and label sequential rules 
(LSRs). The extraction of relations involved extracting the 
entities and their features (aspects) that were being com-
pared, and comparative keywords.

Xu et al. [23] performed comparative opining classifi-
cation on data collected from customer reviews of sev-
eral mobile phones on the Amazon website. The authors 
employed three domain experts in mobile phones to man-
ually annotate these opinion data. They applied a multi-
class SVM-based method to these comparative reviews. 
The classes were ‘>’, ‘<’, ‘=’ and ‘no comparative’ relations.

Pereira [24] proposed a genetic algorithm to identify 
comparative sentences from short sentences based on 
sequential pattern classification. The authors conducted 
an experiment using 1000 product reviews from Amazon 
and 1500 short sentences from Twitter.

Saritha and Pateriya [25] used a rule-based shallow 
parsing technique to identify comparative sentence from 
contents that were generated by users.

Some works on mining comparative opinion have been 
performed in other languages, such as Chinese [26–29], 
Korean [30, 31], Vietnamese [32] and Indonesian [33].

El-Halees [8] is the first study (to the best of our knowl-
edge) that focused on mining comparative sentences in 
Arabic. The authors used two approaches to identify com-
parative text: a linguistic approach and a machine learn-
ing approach. The corpus consisted of documents related 
to opinions expressed in Arabic from three different 
domains: education, technology and sports. After clean-
ing and pre-processing the corpus, the researchers used a 
method that depended on linguistic classification to sepa-
rate comparative statements from non-comparative ones; 
they obtained an f-measure of 63.73%. To enhance the 
f-measure, a combined approach of a linguistic method 
and three machine-learning methods was used to improve 
the performance, which obtained an accuracy of 88.87%. 
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El-Halees [8] made the first step on the long road of min-
ing Arabic comparative opinion. However, our work differs 
from that of El-Halees because our work focuses on min-
ing comparative opinion. El-Halees’ works comprised two 
steps: First, the sentences were classified as comparative 
or non-comparative using POS tags and combined using 
machine learning algorithms (NB, SVM and KNN). Second, 
El-Halees generated manual rules to distinguish between 
different types of comparisons. We used comparative anal-
ysis to identify comparative opinions between different 
machine learning algorithms: statistical, rule-based and 
decision tree, which we combined with POS tags and key-
words lists. Regarding the data, we used user-generated 
text. Our corpus is a collection of opinions obtained from 
social media (YouTube) in three domains (cars, mobiles 
and video games), while El-Halees used statements on 
different posts from three different domains (education, 
technology and sports).

A study published recently in this field (Arabic com-
parative mining) [7] focused on extracting the relational 
elements (entities and aspects) using the CRF algorithm 
from a dataset of 480 Arabic comparative opinions that 
they gathered and analysed. The averages of f-measures 
were 67.27%, 52.81% and 27.8% for entity 1, entity 2 and 
aspect extraction, respectively.

3.2  Arabic text processing and mining

Some previous works have attempted to solve various 
processing problems related to the Arabic language, 
which is morphologically rich. The first systems automati-
cally tokenized text and parts of speech (POS) in Arabic 
text were discussed in [18]. A Support Vector Machine 
(SVM)-based approach was developed to automatically 
tokenize (segmenting of clitics), tag POS and annotate 
base phrases in Arabic text. The authors took data from the 
Arabic TreeBank, an MSA corpus containing Agency France 
Press newswire articles. The corpus comprised 734 news 
articles (140,000 words corresponding to 168,000 tokens 
after semi-automatic segmentation) covering topics such 
as sports, politics and news.

Later, in [34], the authors presented MADAMIRA. It is a 
system that is constructed for the morphological analysis 
and disambiguation of Arabic. It combined two valuable 
tools previously available in Arabic NLP field: MADA and 
AMIRA.

MADA used ALMOR (an Arabic lexeme-based morphol-
ogy analyser) for generation of every possible interpreta-
tion of each input word. Afterwards, if applied different 
language models to decide which is the most likely suit-
able analysis for each word in the light of available context. 
MADA used tokenizer named TOKAN to tokenize MADA-
disambiguated text. The other tool used by MADAMIRA is 

AMIRA. It is a system for performing number of tasks that 
are tokenization, POS tagging, Base Phrase chunking (BPC) 
and Named Entity recognition (NER).

MADAMIRA built up on the two system, was able to 
provide more robust, portable, extensible and faster 
implementation.

There are many Arabic papers on text classification 
using machine learning algorithms, but they concentrate 
on classifying the text into different categories based on 
the document content.

Thabtah et al. [35] used text classification and catego-
rization methods to analyze 1562 Arabic documents col-
lected from the Saudi Press Agency. The Arabic documents 
belonged to 6 categories.

Saad and Ashour [20] discussed Arabic text classifica-
tion in relation to impact of usage of text preprocessing 
techniques and different term weighting schemes. The 
authors performed experiments on an Arabic text data-
set collected manually from the Aljazeera news website. 
The dataset contained 119 text documents belonging 
to one of three categories (sports, health, computer and 
communications). They used a C4.5 DT with a tenfold 
cross-validation.

Alsaleem [14] applied Naïve Bayes (NB) and Support 
Vector Machine (SVM) algorithms to different Arabic data 
sets collected from Saudi Newspapers. The experimental 
results revealed that the SVM algorithm outperformed NB 
on all measures.

Khorsheed and Al-Thubaity [13] provide results of their 
experiments using different classification algorithms 
including C4.5, C5.0, MLP, neutral networks, SVM, NB and 
KNN algorithms. They discovered that SVM gave the most 
accurate results.

3.3  YouTube comment mining

Researchers have increasingly been studying YouTube 
data for number of reasons. Investigation of users’ com-
ments and analysis of video popularity using various met-
rics are interesting areas for research. Madden et al. [12] 
conducted a content analysis of 66,637 user comments 
on YouTube videos, and the authors created a classifica-
tion schema to categorise the types of comments. Their 
schema revealed 10 broad categories and 58 subcatego-
ries that reflect the wide-ranging use of YouTube com-
ments. Additionally, [36] carried out a systematic study 
of OM from approximately 35,000 YouTube comments by 
training a set of supervised multiclass classifiers to distin-
guish between video and product related opinions.
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4  Research methodology

This paper discusses comparative opinion discovery, which 
identifies comparative sentences and non-comparative 
sentences in the corpora of opinions. Extracting entities 
and aspects from comparative sentences and then deter-
mining sentiment polarities (negative, positive or neutral) 
for different entities based on different aspects can be per-
formed based on the output of our work.

To evaluate our approach, a set of experiments was 
designed and conducted. In this section, we describe the 
experimental design, including the corpus, pre-processing 
stage and evaluation metrics.

The details of the research design are shown in Fig. 2.

4.1  Data acquisition

This study started by collecting Arabic comments from 
YouTube. Since there is no publicly available corpus for 
Arabic comparative opinions, we created our corpus 
from scratch. To build a corpus of YouTube comments, 
we focused on a particular set of videos (videos compar-
ing products). YouTube Data API v3 lets users incorporate 
functions normally executed on the YouTube website into 
a website or application. The API can retrieve different 
types of resources such as a videos, playlists, comments or 

subscriptions. The API also supports methods to list, insert, 
update or delete many of these resources.

We used CommentThread Resources and List Opera-
tions to retrieve a list of comments for different videos 
containing content and to compare products in different 
domains (e.g. cars, phones, laptops and video gaming 
devices).

4.2  Dataset characteristics

This section exhibits several characteristics of the collected 
Arabic comments.

• Repeated letters were used to stress something, 
e.g.’أحسسسسن’, ‘bettttttter’.

• Most of the collected Arabic comments contained 
spelling mistakes.

• Some of the comments were a mixture of Arabic and 
English. It is usual to find comments that consist of Ara-
bic and English since most product names are in Eng-
lish, e.g. ‘ABC  XYZ’, which means 
‘ABC is much better than XYZ, without comparison’.

Some of the comments were removed because they 
were not suitable for experiment conditions.

Fig. 2  The work flow summa-
rizing the research work
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• Some comments consisted of only one word, e.g. 
  which means the user ,(’X‘) ’س‘ or (’hahaha‘) ’هههههه‘
preferred one product to another without providing a 
comparison.

• Some comments did not relate to the video subject, e.g. 
advertisements.

• Some comments were very short and consisted of only 
2 words, whereas some were very long with more than 
40 words.

There exist no established style, template or patter 
that users need to follow for writing their reviews. Hence, 
reviews are fully unstructured and for this work, we dealt 
with the fully unstructured Arabic text.

Labelling: The data set was manually labelled as (com-
parative, non-comparative). For labelling process, the con-
ditions were determined that must be valid in order to 
classify an opinion as comparative.

• The comparison type is non-equal gradable, where 
relations of the type ‘greater or less than’ express an 
ordering of entities, or non-gradable.

• A comment must include at least two entities.
• The comment may include aspects (or not).

If the opinion did not follow the above conditions, it 
was treated as non-comparative. Three Arabic native 
speakers performed the categorization process. Two label-
ers categorized the sentences, and the third labeler made 
decisions about sentences that raised a conflict between 
the first and second labelers. The labelers were asked to 
adhere strictly to the abovementioned conditions.

Approximately 43% of the Arabic reviews in the data-
set were comparative text, and approximately 57% were 
non-comparative.

4.3  Pre‑processing

Raw data often needs to be pre-processed. Text pre-pro-
cessing is an important stage in text mining. The following 
are some popular pre-processing steps:

1. Data Cleansing: Since comments contain several syn-
tactic features that may not be useful for machine 
learning, the data must be cleaned by removing URLs 
or website links (http or www). Comments might also 
have some repeated letters when the user wants to 
emphasize certain words, and these letters must be 
removed. Emoticons, special characters and diacritics 
were also removed.

2. Tokenization: Tokenization breaks a sentence into 
words, phrases, symbols or other meaningful tokens 
by removing punctuation marks.

3. Stop word removal: Stop words are common words 
that do not add meaningful content to a document 
[37]. For example, (من, إلى, على, أما, و) in English ‘from,  
to, on, as for, and’.

4. Normalization: The letters that have more than one 
form were normalized into one form. For example, Alef 
in Arabic has many forms (أ, إ, آ, ا) and was thus normal-
ized to (ا), and Taa Almarbotah (ه, ة) was normalized to 
.(ه)

5. POS tagging: The POS tagging step was performed to 
identify different POS in the text.

4.4  Classification

After the pre-processing steps and labelling, the classi-
fication process was performed using three methods to 
achieve high accuracy.

1. Linguistic Approach: We used MADAMIRA v2.0 in this 
research, and the output was saved in XML file for-
mat. We used a simple classifier to classify the com-
ments into comparative or non-comparative classes 
based on adjective comparative words; in Arabic, this 
is called ‘اسم التفضيل’ or ‘Preference Name’ in the POS  
tag attribute. This method was able to identify direct 
comparisons only. Some of the comments that were 
classified as non-comparative were actually compara-
tive; however, because they did not contain adjective 
comparative words, this method could not identify 
them. Hence, such opinions require an additional clas-
sification in the future.

2. Machine Learning Approach: To overcome the limi-
tations of linguistic classification, we used various 
well-known supervised learning methods, including 
the Naïve Bayes statistical classifier, JRip rule-based 
classifier and C4.5 decision tree, to predict compara-
tive comments given that the trained data contained 
comparative and non-comparative comments. A word 
list was generated after processing the text to show 
the number of occurrences of each word. The high 
occurrences of words in the comparative category 
were stored in the keyword list to use later during the 
keyword classification process.

3. Keywords: This method involved filtering the com-
ments that contained only comparison relations using 
the keyword strategy. Nitin and Liu [9] used this strat-
egy to filter data and the method worked very well. 
The authors manually identified a list of 83 keywords 
and key phrases. However, these keywords achieved 
high recall but low precision. The authors improved 
the f-measure using this strategy with machine learn-
ing (Naïve Bayes). We manually collected the words 
with the highest occurrences in each comparative 
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class from the NB process and we added the most fre-
quent comparative names and adjectives in Arabic to 
create a list of approximately 30 keywords.

5  Discussion and results

In the experiments, we used RapidMiner software with 
the text mining extension that includes different tools 
designed to prepare text documents for mining tasks 
(tokenization, stop word removal and n-gram). We also 
used the Weka extension in RapidMiner for the J48 and 
JRip classifiers. RapidMiner provides an environment in 
which various machine learning and data mining pro-
cesses can be performed including a cross-validation pro-
cess that is used to estimate the performance of several 
learning operators, such as SVM or NB. The Arabic stop 
words list included in RapidMiner was also applied to the 
corpus to remove words without relevant meaning.

Our experiment comprised six runs and two datasets: 
the original corpus and a corrected copy (corpus +). Cor-
pus + includes the following changes:

• Corrections of misspelled words that seemed inadvert-
ently misspelled; for example, there is a missing letter 
in ‘س احل من ص’, which means ‘X is bette than Y’. The 
word ‘احل’ (‘bette’) was meant to be ‘احلى’ (‘better’).

• Spaces were added between two or more words con-
nected to each other where there was obviously a 
space missing between them.

• Some common misspellings were corrected in words 
commonly misspelled, such as AlHamzah, Alef Almam-
dodah and Alel Almaqsorah (ء, ا, ى), and incorrect Aldad 
and Altha characters (ض, ظ) were corrected.

First, we conducted experiments on comparative sentence 
identification using NB, JRip and J48 with two feature sets: 
two-grams and remove all stop words; two-grams remove 
some stop words. Then, we conducted some experiments 
using POS tags only, keywords only and both. The last 
experiment combined all methods.

To evaluate our approach, we applied widely used 
measures in text and opinion mining fields. These meas-
ures included Precision, Recall, F-measure, and Accuracy. 
The overall correctness of the classification is measured 
by metric of accuracy. Precision is calculated by finding 
the percentage of predicted document classes that are 
correctly classified. When the value of precision is higher, 
we are more confident that what has been predicted by 
the system, is indeed correct. Recall, on the other hand is 
the percentage of all documents in a given class that are 
correctly classified. With higher value of recall, we are sure 
that system is not missing correct items. The F-measure is a 
combined metric that takes both precision and recall into 
consideration as a weighted average of the two [8, 38].

The overall results are given in Fig. 3, which contains 
the precision, recall and F-score values of all the steps (dif-
ferent techniques). All the results were obtained through 
tenfold cross validation. We discuss the results below.

The precision, recall and F-score results at each step in 
the proposed technique are presented in Table 1.

Fig. 3  Results of comparative opinion identification
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Our results were compared to those of the only study 
that identified comparative Arabic sentences from non-
comparative text [8]. El-Halees [8] used 1048 posts with 
435 comparative statements and 613 non-comparative 
statements. The researchers tested three approaches, 
using POS tags only, using machine learning algorithms 
only and then combining these methods. Using POS 
only, the f-measure average was 63.73%. We achieved 
better results in this study. El-Halees [8] used a Stanford 
POS tagger, and we used a MADAMIRA POS tagger. The 
best result was achieved when El-Halees [8] used SVM 
with POS tagging because the f-measure was between 
87 and 88%. Our result using the J48 classifier is 90% 
and it is better. Additionally, El-Halees [8] did not use 
the keyword approach, and we achieved the best result 
in our work using this approach.

Table  1 and Fig.  3 show that the accuracy in this 
study ranges from 81 to 91%. The best performance was 
achieved when we used the keyword only approach, 
which can be attributed to the fact that most of the 
keywords that we used were extracted from the same 
corpus.

In our experiment on a machine with normal compu-
tational power, the execution time for each technique to 
produce the results did not exceed three hours.

In the next few subsections, we will present the anal-
ysis of results for the experiments that were performed 
based on the approaches discussed in this paper.

5.1  NB (Naïve Bayes) classifier

We obtained an accuracy between 80 and 81% using 
the NB classification technique after applying some pre-
processing steps. Some sentences were classified as non-
comparative when they were actually comparative for the 
following reasons:

• Some stop words were filtered from the text during the 
text pre-processing stage that were important in iden-
tifying comparative sentences and for use in compari-
sons, e.g. ‘من, أما, لكن’ (‘than’, ‘as’ and ‘but’). To resolve this 
issue, we excluded these stop words in another run to 
compare the performances. The accuracy subsequently 
increased to 80.95% for corpus + and 81.85% for corpus.

• Variations of the same words exist, i.e. some words in 
our corpus were written differently but were the same 
word, and variations occurred because of misspellings 
or colloquialisms, which made the number of occur-
rences of such words different. Table 2 shows some 
examples.

Table 1  Precision, recall, F-score and accuracy values

The bold numbers indicate the highest value for each column

Dataset Approach Precision (%) Recall (%) F-score (%) Accuracy (%)

Corpus NB classifier (all stop-words filtered) 74.85 84.64 79.44 81.07
NB classifier (some stop-words excluded) 74.96 87.11 80.58 81.85
Jrip (some stop-words excluded) 95.31 77.06 85.22 88.45
J48 (some stop-words excluded) 98.22 78.39 87.19 90.05
POS classifier 92.87 75.36 83.20 86.84
Keywords classifier 94.91 83.13 88.63 90.78
POS + keyword classifier 92.88 84.08 88.26 90.33
Keyword + POS + NB classifier 72.77 91.94 81.24 81.65
Keyword + POS + J48 classifier 91.67 87.58 89.58 91.19

Corpus+ NB classifier (all stop-words filtered) 73.52 85.02 78.85 80.29
NB classifier (some stop-words excluded) 73.60 87.20 79.82 80.95
Jrip (some stop-words excluded) 94.09 81.42 87.30 89.76
J48 (some stop-words excluded) 97.67 79.34 87.56 90.25
POS classifier 92.73 76.11 83.60 87.09
Keywords classifier 94.86 85.69 90.04 91.81
POS + keyword classifier 92.77 86.35 89.44 91.19
Keyword + POS + NB classifier 72.79 92.04 81.29 81.69
Keyword + POS + J48 classifier 90.83 89.19 90.00 91.44

Table 2  Different writing styles 
of entity names

Words Translation

كثير, كتير A lot
اني, انا I
عندو, عنده Has
شيء, شي, شيء Thing
لكن, لاكن But
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• The product about which the comparison was made 
was written differently in the corpus. Some users 
wrote their comments in English and others wrote 
them in Arabic. Some users used both languages 
and others used abbreviations, which led to a disper-
sion and division among the occurrences in a class. 
For example, ‘Xbox One’ was written in English as 
(Xbox, Xbox1, Xbox 1 or Xbox one) and in Arabic as 
( ).

• Some comments used brand names while other 
comments used the name of the product or both to 
refer to the same thing. For example, ‘Galaxy’ prod-
uct name and ‘Samsung’ brand name which were 
written in Arabic as ‘ كلكسي, جلكسي,  كالكسي,   غالكسي, 
سامنسغ سمسنك,  سامسونغ,  .’سامسونج 

5.2  JRip rule‑based classifier

The results of the classifier based on the RIPPER algorithm 
are better than those based on the NB method. Notably, 
the accuracy increased to 88.45% for corpus and 89.76% 
for corpus + . The number of rules yielded was 15 for cor-
pus and 12 for corpus + . Most rules show that if the sen-
tence includes comparison words (preference name), such 
as ‘افضل, احسن, اطلق, اقوى, احلى, اكثر’ (‘better’, ‘stronger’, ‘more 
beautiful’ and ‘more’) and conjunctions ‘من, اما’ (‘than’ and 
‘as’), the sentence was classified as comparative.

Rule-based classifiers are readable, which can lead to 
a better understanding of such text. Our evaluation sug-
gests that the rules can provide insights into and a better 
understanding of relevant text. The result is very promis-
ing to do more research on rule-based classification involv-
ing comparative OM. However, JRip classification is only 
feasible when the number of training examples is rela-
tively small. In our experiment on a machine with normal 
computational power, the execution time to produce the 
results and rules was approximately three hours.

5.3  J48 DT classifier

This classifier yielded the best results compared to other 
machine learning algorithms (NB, JRip), and it achieved 
the highest precision. The accuracy reached 90% for both 
corpora.

5.4  POS tag classifier (MADAMIRA 2.0)

We obtained an accuracy of 86–87% using this technique. 
This result shows that these POS tags are good indicators 
for comparative sentences detection. The reasons why 
some comparative sentences were misclassified as non-
comparative are as follows:

• Some sentences in our corpus did not have compari-
son terms (comparative adjective), e.g. ‘ ’ 
means ‘X outperforms Y’.

• Some comparison terms contained misspellings.  
Therefore, the POS classifier could not discover them, 
e.g. ‘س سعره اغله من ص’ means ‘X price is more expensive 
than Y’, or ‘س افظل من ص’ means ‘X is better than Y’.

• Some comparative sentences included no explicit com-
parison or preference of one product over another, e.g. 
 means ‘X car is good for ’س جيد في الطرق وص ممتاز للبر‘
roads and Y car for desert’. These sentences are the 
fourth type of non-gradable comparison.

The following are possible reasons as to why non-com-
parative sentences were classified as comparative:

• Some non-comparative sentences in our corpus had com-
parison terms (comparative adjectives) that were not used 
for comparison purposes, e.g. ‘ ’ is a conso-
lation phrase, and the first word literally means ‘better’. 
Another example ‘ ’, which 
means ‘Most Arabs used PlayStation’.

5.5  Keywords classifier

We obtained a high precision of 94% and a high accu-
racy of 90–91%. In this approach, every sentence that 
contained words from the keywords list was considered 
a comparative sentence. This shows that these keywords 
are very good indicators for comparative sentences detec-
tion. The reasons why sentences were classified as non-
comparative when they were comparative are as follows:

• Such sentences in our corpus had no explicit compari-
son or preference of one product over another, e.g. 
‘ ’ 
means ‘If you like to play online, buy X, if you like to play 
stories, buy Y’. These sentences belong to the fourth 
type of non-gradable comparison.

• Misspellings in comparative names, e.g. ‘ ’ 
means ‘X is more beautiful than Y’ and should be writ-
ten as ‘س احلى من ص’. This problem was solved in cor-
pus + .

• U s i n g  s t o p  wo rd s  i n  c o m p a r i s o n s ,  e . g . 
‘ ’ means ‘X is easy to use but 
Y is difficult’. These stop words could not be added to 
the keywords list because they could affect the perfor-
mance of classifying non-comparative text.

• Using colloquial comparative words that mean another 
thing in another context, e.g. ‘ ’ means 
‘X is better than Y’. The word ‘اطلق’ here means ‘better’ 
or ‘faster’ but it can also mean ‘shoot’, ‘fire’ or ‘release’ 
in another context, e.g. ‘أحمد أطلق النار على المجرم’ means 
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‘Ahamad fires shots at criminals’. However, if ‘من’ (‘than’) 
comes after this phrase, this word is used as a compari-
son and was added with ‘من’ (‘than’) to the keywords. 
Therefore, when the word is used alone, the sentence is 
classified as non-comparative to balance the compara-
tive and non-comparative performance.

• Some comparative words may be used as a noun in 
a comparison or a verb in other sentences, e.g. ‘أوضح’ 
(‘clearer’) could be used as an adjective in a com-
parison, such as ‘ص من  أوضح  س  في   which ,’الجرافيكس 
means ‘X Graphix is clearer than Y’, or as a verb, such  
as ‘أن لمتحدث  ا ,’…أوضح   which means ‘Speaker  
explained…’. Therefore, if these words are added to the 
keywords, they could affect the performance of classi-
fying non-comparative text. We solve this issue by add-
ing ‘من’ (‘than’) to the keywords as previously discussed 
in previous reason.

The same reasons noted for the keyword classifier 
approach could also be responsible for classifying non-
comparative sentences as comparative.

5.6  Keywords + POS + NB classifier

The accuracy of combined approaches significantly 
improved compared to the use of NB alone. We obtained 
a high recall of 92% and an acceptable precision score 
of 72%. The keyword classifier is better because it has a 
higher recall.

5.7  Keywords + POS + J48 classifier

The results of this combination show that it is better 
than using J48 alone. The accuracy achieved was 91% for 
both corpora. The best results were observed for corpus; 
however, for corpus + , a slight difference in performance 
existed between this combination and the keyword clas-
sifier alone.

Finally, we discovered that the corpus with corrected 
spellings, corpus + , did not achieve the results we 
expected, despite the time and effort taken to make these 
corrections. By contrast, the NB classifier achieved better 
results for corpus compared to corpus + in terms of accu-
racy. We conclude that correcting misspellings does not 
improve the performance when the data set is colloquial 
because most words were colloquial and not corrected. We 
also recommend not filtering all stop words because some 
stop words are important in comparative sentences. The 
decision tree classifier C4.5 (J48 implementation) yielded 
the best results with 90% accuracy for both corpora com-
pared to the other machine learning algorithms that we 
used.

6  Conclusion

The Arabic Language is becoming a popular area of 
research in opinion mining. However little work has been 
done in the field of comparative opinion mining. Arabic 
language comparative opinion is a difficult field to work 
on as Arabic language has more difficulties and problems 
as compared to other languages that are derived from 
Latin, because it implies the solving of different types of 
problems such as the short vowels, Alhamzah, prefixes, 
suffixes, colloquial, etc. In this work, we have combined 
many approaches in order to identify Arabic compara-
tive opinions from YouTube comments. We used machine 
learning algorithms to construct the classifiers that can 
be used to identify comparative opinions automatically. 
Experiments with decision tree classifier C4.5 (J48 imple-
mentation) yielded the best results. Although obtained 
results with decision tree classifier were promising, we 
have shown that combination techniques (J48, keywords 
and POS) improved the performance that was achieved 
by J48 only. The keyword classifier is the best for detect-
ing the gradable comparisons but combining different 
approaches achieved a good performance and balance 
between the gradable and non-gradable comparison. 
These results encourage us to continue working along this 
line. The models developed in this work can be used as 
input for applications that aim to find opinion about enti-
ties and their aspects in comparative sentence. Thus, this 
paper discusses pioneer work in the field of Arabic com-
parative opinion mining field and is expected to attract 
further researches along a similar line.
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