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Abstract
This paper describes the classification of four different varieties of rice grain based on four sets of features, namelymorphology,
colour, texture and wavelet. The classification is carried out on single rice kernel using image pre-processing steps followed
by a cascade network classifier. The performance of the classifiers based on the above feature sets is also compared. It is found
that morphological feature is more suitable for the classification of rice kernels, as compared to other features. The number
of input features is reduced by a feature selection process using statistical analysis system (SAS) software. The classification
accuracy based on selected features is compared with that of original features using different classifiers. It is found that
the selected features are able to provide classification accuracy very close to the original features. The performance of the
proposed cascade classifier is also tested against standard datasets from the University of California, Irvine (UCI), and the
results are compared with other classifiers. The results show that the proposed classifier provides better classification accuracy
as compared to other classifiers.

Keywords Image · Rice grain · Morphological · Colour · Texture · Neural network

Introduction

Digital image processing and computer vision plays a very
important role in our day to day life. There is no area
of technical endeavour that is not impacted in some way
by digital image processing and computer vision. Com-
puter vision system involves a hygienic and non-destructive
way of mimicking the human visual system. This includes
image analysis, understanding, identification, categorization
and discrimination. The need of computer vision system
arises in such environment where human visual system gets
degradedwith increasing number of observations and fatigue
of eye sight due to prolonged recognition processes. Thus,
a knowledge-based system is desirable for a reliable, quick
and accurate recognition or identification of objects from
noisy and partial input images [14]. Applications of com-
puter vision system have significant impact in all domains of
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Engineering including agriculture and food sector. The past
few years marked the development of an automatic recogni-
tion and classification of agricultural products. Identification
and grading of cereal grains has become an important part
of grain handling process in agricultural sector. During this
process, information on grain, mainly its types and quality,
is required before the next course of operation is performed.
When the crops are in the field, their yield becomes the prime
importance of a farmer, but when the products of these crops
come into the market, quality becomes the determining fac-
tor for its saleability. Also, it is important for the consumers
to have proper information regarding the quality of the grains
that they are going to purchase, as there may be chances of
sub-standard grains being released into the market by some
traders to gain profit unethically. Classifications of different
varieties of seed were also carried out during the past few
years using different classification models. Various classifi-
cation models based on bulk grain samples were reported in
[1, 2, 12, 18, 25, 37]. It is observed that the classification tasks
involved in the above literature were not challenging. This is
due to the fact that the classifications were performed based
on grains belonging to different grain species such as rice,
wheat, red gram, green gram, ground nut, barley, oats, rye,
corn, pearl millet, peas and horse gram having distinguish-
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able colour and texture attributes. Classification of cereal
grain based on single grain kernel using different features,
namely morphological, colour and texture, were carried out
in [3, 5–7, 9, 15, 16, 19–24, 27–32]. The classification accu-
racies that were reported in the literature were mostly based
on author’s own data. It is observed that all the classification
models proposed in the literature were not validated against
publicly available data set. It is also observed that the accu-
racy differs based on number of classes, size of feature and
the nature of the inputs (data set). Most of the cereal grain
classifications carried out in the past few years were based on
different varieties ofwheat [1, 6, 7, 9, 18–23, 27–31, 37]. Rice
is one of the major foods and it is widely consumed in almost
all parts of the country. Varietal identification, classification
and grading of rice are important not only for consumers
and rice dealers, but also for plant breeders. It is found from
the literature that very less work was carried out towards the
classification of rice grain and the same are presented in [10,
12, 16, 32]. Most of the classification task reported in [2,
5, 7, 8, 12, 15, 16, 24, 27–32, 37] were based on artificial
neural network. The final outputs of this network generally
reach the threshold to achieve the desire target, which were
set during training. It is learnt that too many redundant fea-
tures jeopardise the classification accuracies [9, 16, 28, 29].
Classifications task based on different classifiers were also
reported in [3, 7–9, 11, 17, 26, 29, 30, 32, 36]. It is learnt
from the literature that in most cases the classification model
based on artificial neural network outperforms other clas-
sification models [2, 7, 27, 29, 37]. Classification of grain
based on bulk image does not require arranging the kernel
in a non-touching fashion and does not involve image pre-
processing steps. However, this may not be the best option
for quality inspection and grading of seeds, where inspection
at the kernel level is indeed important. The quality of seed
has a direct impact on the growth and yield of that particu-
lar plant, so proper inspection of seed is important [1, 16].
Although computer vision system proved to bemore efficient
in terms of precision and rapidity, it is still a challenging task
to identify and classify naturally varying appearance of bio-
logical entities such as cereal grain. This is because unlike
other industrial products, the shape, size, colour and texture
of agricultural products are not bound by a unique mathe-
matical function [23, 27].

It is understood from the literature that the past few years
have made significant works towards the classification of
cereal grain using image processing and computer vision.
However, the classification tasks were performed based on
grains belonging to different classes of grain species having
easily distinguishable features. Studies related to classifi-
cation of different varieties of cereal grains belonging to
a particular species are still less and rather challenging.
Classification of different varieties of rice grains is rather
challenging, as their appearance in terms of morphology,

colour and texture is almost similar. It is learnt from the liter-
ature that the classification task based on single grain kernel
is tedious and involves various image pre-processing steps
as compared to classification based on bulk grain images.
Classification of cereal grain based on bulk images may be
useful for the identification of grain variety in commercial
markets. However, classification based on bulk grain images
may not be suitable for varietal identification of grains to
achieve better crop yield. The quality of rice seed or ker-
nel has a distinct effect on the yield of rice. Thus, varietal
identification and classification of rice kernel become impor-
tant to breed key traits, which can be achieved only when
the quality of the seeds are monitored individually at kernel
level. Rice seed selection is a complex and sometimes mis-
understood process. Some farmers assess individually entire
plant’s performance throughout the season when selecting
seeds, whereas other farmers select seeds post-harvest from
threshed crops in their storage. It is found from the litera-
ture that most of the cereal grain classification tasks were
performed using different features and combination of fea-
tures. As the feature size increases, the complexity of the
classification task also increases. This paper deals with the
classification of four varieties of rice grain based on single
rice kernel using few selected features. The classification
task is performed using a combination of feed-forward back-
propagation neural network and a fuzzy inference system.
As most of the work reported in the literature was based on
the author’s own data, the classification accuracies claimed
by the authors are also restricted to their own data set. It will
be unwise to claim the performance of a proposed classi-
fier until it has been tested against a standard and publicly
available data set. Thus, testing the proposed classification
model against publicly available data set not only validates
the classifier but also provides a room for other researchers
to draw a comparison with the existing work. For better gen-
eralisation, the performance of the proposed classifier in this
paper is also tested against publicly available data set from
University of California, Irvine (UCI).

The steps involved in this work are arranged as follows:
first, the colour images of the rice grain are acquired using
a digital camera and it is converted to its corresponding
HSI channels. Second, the rice kernel is segmented and its
background is removed. The third step involves the extrac-
tion of features, namely morphological, colour, texture and
wavelet features from the segmented rice kernel image. The
fourth step involves classification based on the above features
using different classifiers, namely back-propagation neu-
ral network (BPNN), fuzzy classifier, adaptive neuro-fuzzy
inference system (ANFIS), K-nearest neighbour (KNN), lin-
ear discriminant analysis (LDA) classifier and naïve Bayes
(NB) classifier. Finally, the classification accuracy of the pro-
posed networkmodel is comparedwith other classifiers using
standard datasets.
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Materials andmethods

Image acquisition

Four different varieties of rice were collected from the north-
eastern region of India. The rice kernel images were taken
using 12-megapixel Nikon digital camera (Coolpix S2500)
withCCD image sensor having a sensor size of 28.0735mm2,
image size of 4000×3000 and resolution of 300 dpi. The
images were taken outdoor under natural lighting condition
during morning hours so that the shadow of the camera does
not appear on the image. An adjustable steel camera stand
was used formounting the camera and the camera ismounted
at a height of 10 cm above the target object (i.e. rice ker-
nel).The camera was set to macro mode before capturing the
picture so that the image can be taken from a close distance.
Sample images of each of the four rice types are presented
in Fig. 1. In this figure, the four different varieties of rice
were denoted by A, B, C and D, respectively. The original
rice kernel images of the four varieties are represented by
A.1, B.1, C.1 and D.1. The segmented binary images are
represented by A.2, B.2, C.2 and D.2. Similarly, the seg-
mented colour images are represented by A.3, B.3, C.3 and
D.3. The images related to hue, saturation and value of each
of the rice kernel image are represented as A.4–A.6 for type
‘A’, B.4–B.6 for type ‘B’, C.4–C.6 for type ‘C’ and D.4–D.6
for type ‘D’, respectively. The hue image is considered for
segmentation and feature extraction as it can be seen from
Fig. 1 that hue image provides a clear distinction between
background and the object of interest (i.e. rice kernel). The
overall steps involved in the classification process of four
varieties of rice grain are presented in Fig. 2, which involves
image segmentation, feature extraction, feature selection and
classification using different classifiers and comparing their
classification accuracies based on the input data presented in
this paper and also with that of standard data sets.

Image segmentation

Image segmentation is an important phase in image analysis
process. It is the process of partitioning a digital image into
multiple regions and extracting meaningful region known as
region of interest for further image analysis [35]. The process
here involves three main steps. In the first step, the RGB
image is converted into HSV and the hue channel is selected
for segmentation as it provides better distinction between
the rice kernel and the background. This grey-scale image is
then converted into binary image using the function im2bw
in MATLAB 2016a. The second step involves the removal of
unwanted segmented area other than the rice kernel. This is
performed by removing all connected components (objects)
that have fewer than 30 pixels using the function bwareaopen
in MATLAB 2016a. The last step involves filling up of the

holes, if any, in the segmented binary rice kernel image using
the function imfill in MATLAB 2016a [15].

Feature extraction

Features are the characteristics or attributes of an object that
help in object classification. The purpose of an image feature
is to describe the object in a meaningful manner to aid the
recognition processes for better object discrimination. Fea-
ture extraction is a process of extraction and generation of
features to assist the classification task. This phase is critical
because the quality of the feature influences the classification
task [35]. Four different approaches, namely morphological,
colour, texture and wavelet features, were used for the clas-
sification process.

Morphological features

Ten numbers of morphological features were extracted using
the function regionprops in MATLAB 2016a which are as
follows:

1. Area It is the number of pixels in the region of rice kernel.
2. Convex area It is the number of pixels in the convex

image. A convex image is a binary (logical) image with
all pixels within the convex hull set to on. A convex hull
is defined as the smallest convex polygon that can contain
the region. Convex means the polygon has no corner that
is bent inwards.

3. Filled area It is the number of pixels in the filled image.
A filled image is also a binary (logical) image of the
same size as the bounding box of the region. The on
pixels correspond to the region, with all holes filled in. A
bounding box is the smallest rectangle that can contain
the region.

4. Solidity It specifies the proportion of the pixels in the
convex hull that are also in the region. It is the ratio of
area to convex area:

Solidity � Area

Convex area
. (1)

5. Extent It is the ratio of pixels in the region to pixels in
the area of bounding box:

Extent � Area

Area of bounding box
. (2)

6. Perimeter It is the number of pixels present on the bound-
ary of the rice kernel.
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Fig. 1 Single rice kernel images

Fig. 2 Steps involved in the process of classification and performance comparison of different classifiers

7. Eccentricity It is the ratio of the distance between the foci
of an ellipse (having the same second moment as that of
the rice kernel region) to its major axis length.

8. Equiv diameter Diameter of a circle with the same area
as the region of rice kernel:
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Table 1 18 colour features

Sl. no. Features Sl. no. Features

1. Red mean 10. Hue mean

2. Red variance 11. Hue variance

3. Red range 12. Hue range

4. Green mean 13. Saturation mean

5. Green variance 14. Saturation variance

6. Green range 15. Saturation range

7. Blue mean 16. Intensity mean

8. Blue variance 17. Intensity variance

9. Blue range 18. Intensity range

Equiv_diameter �
√
4 × Area

π
. (3)

9. Major axis It is the length (in pixels) of the major axis
of the ellipse that has the same second-moments as the
rice kernel region.

10. Minor axis It is the length (in pixels) of the minor axis
of the ellipse that has the same second-moments as the
rice kernel region.

The eleventh feature is the number of pixels contained in
the first 25 rows of the rice kernel, in a view to distinguish
the tips of rice kernel, either pointed or blunt.

Colour and texture features

Eighteen numbers of colour features were extracted from the
colour image of rice grain. The RGB (red, green and blue)
colour planes were extracted from the colour image in MAT-
LAB platform. TheHSI (hue, saturation and intensity) image
planes are derived from the RGB planes using Eqs. (4–7).
Three statistical measures, namelymean, variance and range,
were calculated for each of the six image planes (R, G, B, H,
S and I). Thus, a total of eighteen numbers of colour features
were extracted and are presented in Table 1.

H �
{

θ if B ≤ G

360 − θ if B � G
, (4)

where

θ � cos−1

⎧⎪⎨
⎪⎩

1
2 [(R − G) + (R − B)]

[
(R − G)2 + (R − B)(G − B)

]1/2

⎫⎪⎬
⎪⎭,

(5)

S � 1 − 3

(R + G + B)
{min(R,G, B)}, (6)

I � (R + G + B)

3
. (7)

Texture features were extracted using a grey-level co-
occurrence matrix (GLCM). This matrix provides informa-
tion about the frequency of occurrence of pixel pairs in a
particular direction. A grey-level co-occurrence matrix for
a given input matrix of size 5 × 5, with maximum pixel
intensity of 5 is given in Fig. 3. Four numbers of GLCM
(for 4 different angles, 0°, 45°, 90° and 135°) were gener-
ated from each of the colour planes (R, G and B) and the
average of these four is considered for extraction of texture
features. Nine features were extracted from each of the aver-
age GLCMs using Eqs. (8–15). Here energy describes the
uniformity of grey levels in the image. It is given by the
sum of the square elements in the GLCM. The contrast fea-
ture provides information related to the local variation in an
image.

This measures the intensity contrast between a pixel and
its neighbour. Entropymeasure the texture complexity. Com-
plex textures have more entropy than simpler and uniform
structure. Inverse difference moment feature indicates the
amount of local uniformity in the image, whereas correlation
feature indicates the statistical measure of how correlated a
pixel is to its neighbour over the whole image. Homogene-
ity measures the closeness of the distribution of elements in
the GLCM to GLCM diagonal. A total of 27 texture features
were extracted from three colour planes (R, G and B) and are
presented in Table 2 [2, 4, 13, 34].

Mean �
∑

x,y P(x, y)

N 2 , (8)

Variance �
∑

x,y [P(x, y) − mean]2

N 2 , (9)

Range � max(P) − min(P), (10)

Energy �
∑
x,y

P2(x, y), (11)

Entropy � −
∑
x,y

P(x, y) log2(P(x, y)), (12)

Contrast �
∑
x,y

|x − y|2P(x, y), (13)

Inverse difference moment �
∑

x,y;x ��y

P(x, y)

|x − y|2 , (14)

Correlation �
∑

x,y [(xy)P(x, y)]) − μxμy

sx sy
, (15)

where μx are μy are means and sx are sy are standard devia-
tions defined by
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Fig. 3 A 5×5 GLCM at zero degree direction

Table 2 27 texture features

Sl. no. Features Sl. no. Features Sl. no. Features

1. Red GLCM mean 10. Green GLCM mean 19. Blue GLCM mean

2. Red GLCM variance 11. Green GLCM variance 20. Blue GLCM variance

3. Red GLCM range 12. Green GLCM range 21. Blue GLCM range

4. Red GLCM energy 13. Green GLCM energy 22. Blue GLCM energy

5. Red GLCM entropy 14. Green GLCM entropy 23. Blue GLCM entropy

6. Red GLCM contrast 15. Green GLCM contrast 24. Blue GLCM contrast

7. Red GLCM I.D.M 16. Green GLCM I.D.M 25. Blue GLCM I.D.M

8. Red GLCM correlation 17. Green GLCM correlation 26. Blue GLCM correlation

9. Red GLCM homogeneity 18. Green GLCM homogeneity 27. Blue GLCM homogeneity

μx �
∑
x

x
∑
y

P(x, y),

μy �
∑
y

y
∑
x

P(x, y),

sx �
∑
x

(x − μx )
2
∑
y

P(x, y),

sy �
∑
y

(y − μx )
2
∑
x

P(x, y).

Wavelet features

Wavelet transform is useful to analyse image atmultiple reso-
lutions.Whenwe look at images, generally,we see connected
regions of similar texture and intensity levels that combine to
formobjects. If the objects are small in size or low in contrast,
we normally examine them at high resolution; on the other
hand, if they are large in size or high in contrast, a coarse
view is all that is required. If both small and large objects
are present simultaneously, it can be advantageous to study
and analyse them at several resolutions. Thus, features that
might go undetected at one resolution may easily be detected
at another [33].

In the discrete wavelet transform, an image signal can
be analysed by passing it through an analysis filter bank
followed by decimation operation. The analysis filter bank
consists of low-pass filter and high-pass filter at each decom-
position stage.When the signal passes through these filters, it
splits into two bands. The low-pass filter, which corresponds
to an averaging operation, extracts the coarse information of
the signal. The high-pass filter, which corresponds to a dif-
ferencing operation, extracts the detailed information of the
signal. The output of the filtering operation is then decimated
by two to retain the size of the decomposed image to that of
the original image. A 2-D transform is accompanied by per-
forming two separate one-dimensional transforms. First, the
image is filtered along the rowanddecimatedby two. It is then
followed by filtering the sub-image along the column and
decimated by two [14]. This operation splits the image into
four bands, namely low–low (LL), low–high (LH), high–low
(HL) and high–high (HH), respectively, as shown in Fig. 4a.
Two-level wavelet decomposition of an input image is shown
in Fig. 4b. Two-level wavelet decomposition is performed on
all the three colour planes, namely red, green and blue. From
each of the decomposed image, mean and variance were cal-
culated for LLLL, LLLH, LLHL and LLHH sub-bands. A
total of 24 features were extracted and the same is presented
in Table 3.
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Fig. 4 a 2-D wavelet decomposition at level 1 and b a two-level wavelet decomposition

Table 3 24 wavelet features

Sl. no. Features Sl. no. Features Sl. no. Features

1. Red LLLL mean 9. Green LLLL mean 17. Blue LLLL mean

2. Red LLLL variance 10. Green LLLL variance 18. Blue LLLL variance

3. Red LLLH mean 11. Green LLLH mean 19. Blue LLLH mean

4. Red LLLH variance 12. Green LLLH variance 20. Blue LLLH variance

5. Red LLHL mean 13. Green LLHL mean 21. Blue LLHL mean

6. Red LLHL variance 14. Green LLHL variance 22. Blue LLHL variance

7. Red LLHH mean 15. Green LLHH mean 23. Blue LLHH mean

8. Red LLHH variance 16. Green LLHH variance 24. Blue LLHH variance

Classificationmodel

Four varieties of rice grainwere considered for classification.
A dataset of 400 images was taken (100 images for each
rice type). The classification was performed based on four
different feature sets, namely morphological, colour, texture
and wavelet. The classification accuracy was also evaluated
based on selected features using SAS software (University
Edition). Three best featureswere selectedbasedon the selec-
tion strategy presented in [28]. To check the performance of
the proposed classifier and also for generalisation, the clas-
sifier was tested with standard datasets from University of
California, Irvine (UCI).

Cascade network classifier

A neuro-fuzzy cascade network with back-propagation algo-
rithm was implemented using MATLAB 2016a. A neural

network model with four outputs and two hidden layers is
used, where the number of hidden nodes is given by the fol-
lowing equation [37]:

N � I − O

2
+ Y 0.5, (16)

where N total numbers of hidden nodes, I numbers of input
nodes,O numbers of output nodes, and Y numbers of training
patterns.

The targets for each of the four classes were set to [0 0
0 1]T , [0 0 1 0]T ,[0 1 0 0]T and [1 0 0 0]T . If the outputs
of the network were simply threshold at a value (say 0.5),
the output may sometimes provide a pattern which does not
belong to those predefined target values. To avoid obtaining
an output which is not at all belonging to any of the target
value set during training, a cascade network with an aim to
introduce a little bit of reasoning at the output portion of

123



328 Complex & Intelligent Systems (2020) 6:321–334

Fig. 5 Proposed cascade network classifier with triangular member function for the fuzzy inference system

the BPNN network is proposed in this work. A Sugeno-type
fuzzy inference system (with constant output) is introduced
at the output of the back-propagation neural network (BPNN)
which is shown in Fig. 5. The output of the BPNN is fed to a
fuzzy inference system (FIS), where each of the four inputs
to FIS is assigned with triangular membership function. The

output of fuzzy logic designer (in MATLAB platform) is
shown in Fig. 6a and its corresponding rules are shown in
Fig. 6b, c. For instance, if an input pattern I1 � 0.147, I2 �
0.479, I3 � 0.475, I4 � 0.2147 is applied to FIS, the output
will be class 2 as shown in Fig. 6b. The membership function
of the fuzzy interface system is designed based on the out-
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Fig. 6 a Output of the MATLAB fuzzy rule designer. b output of the MATLAB fuzzy rule viewer and c output of the MATLAB fuzzy rule editor

puts of the BPNN neural network. To plot the membership
function, 70%of theBPNNoutputwas considered randomly.
From each of the four outputs, mean and standard deviation
were obtained for assigning themembership grades as shown

in Fig. 5a. Four simple rules were generated based on four
numbers of input and four classes of rice, which are shown
in Fig. 6c.

123



330 Complex & Intelligent Systems (2020) 6:321–334

Fig. 6 continued

Table 4 Percentage classification accuracies based on morphology, colour and texture features

Rice type BPNN FUZZY ANFIS Cascade network

Different features Different features Different features Different features

11 18 27 24 11 18 27 24 11 18 27 24 11 18 27 24

A 94 83 74 76 98 82 80 61 61 52 48 57 94 87 85 91

B 100 91 94 92 100 89 79 93 74 74 84 86 100 91 94 93

C 95 59 75 42 89 46 21 47 66 68 66 60 97 67 78 56

D 100 80 90 75 100 35 77 45 100 60 57 67 100 85 95 83

Rice type KNN LDA NB

Different features Different features Different features

11 18 27 24 11 18 27 24 11 18 27 24

A 91 82 67 66 90 81 81 71 93 80 53 57

B 99 79 86 86 100 86 88 84 100 77 80 87

C 94 68 59 50 95 72 79 57 92 64 62 33

D 100 51 56 68 100 88 94 84 100 44 47 80

Results and discussion

The whole process of feature extraction and classification
was carried out in MATLAB environment using MALTAB
2016a software. A dataset of 400 numbers (100 for each rice
type) of feature vectors was created for each of the four fea-
ture sets, namely morphological, colour, texture and wavelet.
The network is fed with 200 numbers of input patterns (50
patterns for each rice type) and the trainingparameters related
to data division in MATLAB was set to 70:15:15 (train-
ing:testing:validation). The stopping criterion of the network
was set based on the number of validation fail which is set
to a default value of 6. This means the training stops when
the validation fails continuously six times. The proposed cas-

cade network is used for the classification of four varieties
of rice grain based on four different features sets (11 mor-
phological, 18 colour, 27 texture and 24 wavelet) and their
classification accuracies based ondifferent classifiers are pre-
sented in Table 4. It is found that in all the four classes, the
classification accuracy based on cascade network is able
to achieve better classification results as compared to other
classifiers. The average classification accuracies based on
all four feature sets are presented in Fig. 7. It is found that
the proposed cascade classifier is able to yield better clas-
sification accuracy of 97.75% using morphological feature
as compared to other features. The performance of the pro-
posed classifier is also tested on selected features. The feature
selection is performed using stepdisc proc in SAS software
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Table 5 Summary of feature selection using step disc procedure in SAS software

Feature no. Name of features F value Average square canonical
correlation (ASCC)

Best 3 morphological
features

F04 Solidity 1067.91 0.3069

F10 Minor axis 370.50 0.5723

F02 Convex area 55.77 0.6385

Best 3 colour features

F2 Red—variance 157.82 0.2106

F7 Blue—mean 96.10 0.3812

F10 Hue—mean 21.72 0.4242

BEST 3 texture features

F6 Red—contrast 46.97 0.2730

F3 Red—range 52.36 0.3784

F2 Red—variance 26.35 0.4107

BEST 3wavelet features

F21 Blue—LLHL mean 129.91 0.1951

F17 Blue—LLLL mean 52.43 0.2964

F18 Blue—LLLL variance 7.44 0.3149

Over all best 3 features

F1 Solidity 1093.24 0.3074

F2 Minor axis 463.78 0.5829

F3 Convex area 50.05 0.6469

Table 6 Percentage classification accuracies based on overall best 3 features

Rice type Classification based on 3 best features

KNN LDA NB BPNN FUZZY ANFIS Cascade network

A 89 90 87 92 90 87 94

B 99 96 99 99 99 100 100

C 94 95 93 93 91 87 93

D 100 100 100 100 100 100 100

Fig. 7 Average classification accuracies based on different texture features
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Fig. 8 Average classification accuracies based on three selected features and UCI data

Table 7 Percentage classification accuracies based on standard data set, University of California, Irvine (UCI)

Class KNN LDA NB BPNN FUZZY ANFIS Cascade network

Classification based on UCI liver dataset

A 54.28 38.57 85 64.82 52.41 51.03 67.58

B 71.50 86.50 36.50 81 74.40 86 81

Classification based on UCI seed dataset

A 84.28 91.42 85.71 91.42 87.14 84.28 92.85

B 95.71 98.57 95.71 100 95.71 98.57 100

C 95.71 95.71 95.71 92.85 94.28 88.57 92.85

and the summary of feature selection process is presented in
Table 5. Three best features for each of the four feature sets
were selected (i.e. a total of 12 best features). The selection
process is again applied to these 12 features and 3 final best
features are selected. The classification accuracies based on
over all best three features is presented in Table 6 and the
average classification accuracies are presented in Fig. 8. It
is found that the average classification accuracy of the pro-
posed cascade classifier on three selected features is able to
reach up to 96.75%. In most of the earlier research related to
cereal grain classification, the performance of the classifier
is judged according to the author’s own dataset. The clas-
sifier so far reported in earlier works related to cereal grain
classification was not tested against a standard data set. For
generalisation of the proposed cascade classifier, the clas-
sification accuracy is tested against standard datasets from
the University of California (UCI). The results of classifi-
cation are presented in Table 7. Figure 8 shows the average
classification accuracies using UCI database with different
techniques. It can be seen from the figures that the proposed

classifier is able to provide better classification accuracy as
compared to other classifiers on standard UCI data sets.

Conclusion

Classification of four varieties of rice grains using differ-
ent feature vectors, namely morphological, colour, texture
and wavelet is carried out successfully in this paper. Out
of these feature vectors, morphological feature yields better
result (with an average classification accuracy of 97.75%)
as compared to other features for the classification of rice
grain based on single kernel. The performance of the pro-
posed cascade classifier also holds well even with just three
selected features with an average classification accuracy of
96.75%. It can also be concluded that the proposed cascade
network classifier outperforms other classifiers in all fea-
ture data sets discussed in this work including standard data
sets from the University of California, Irvine (UCI). Most
of the cereal grain classifications tasks reported in the litera-
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ture were based on colour image using a digital camera and
the quality of the grains were determined based of physical
factor, namely kernel size, kernel hardness, damaged kernel.
The major challenge, however, is to integrate such a system
that can explain the internal grain quality attributes which
include sanitary factors (fungal infection, insect infestation,
odour, etc.) and intrinsic factors (oil content, starch content,
protein content, etc.). The scope of thisworkmaybe extended
towards quality grading and evaluation of cereal grain using
hyper-spectral imaging.
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