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Background: Human immunodeficiency virus isolates most often use chemokine receptor CCR5 or CXCR4 as a co-
receptor to enter target cells. During early stages of HIV-1 infection, CCR5-tropic viruses are the predominant
species. The CXCR4-tropic viruses may emerge late in infection. Recognition of factors influencing this phenotypic
switch may give some hints on the antiviral strategies like anti-HIV/AIDS drugs, gene therapy and vaccines.
Methods: To investigate the mechanism that triggers R5 to X4 phenotypic switch, we performed a systematic
sensitivity analysis based on a five-dimensional model with time-varying parameters. We studied the sensitivity of
each factor to the CCR5-to-CXCR4 tropism switch and acquired some interesting outcomes beyond expectation.
Results: The death rate of free virus (dV), rate that uninfected CD4+ Tcells arise from precursors (s) and proliferate as
stimulated by antigens (r), and in vivo viral burst size (N) are four robust factors which are constantly observed to
have a strong correlation with the evolution of viral phenotype for most patients longitudinally.
Conclusions: Crucial factors, which are essential to phenotypic switch and disease progression, are almost the same
for different patients at different time points, including the production of both virus and CD4+ Tcells and the decay of
virion. It is also worth mentioning that although the sequence of factors sorted by the influence varies between
patients, the trends of influences engendered by most factors as disease progresses are similar inter-patients.
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INTRODUCTION

Human immunodeficiency virus type 1 (HIV-1) entry into
target cells (T helper cells, macrophages, etc.) is mediated
not only through interaction of the virion envelope
glycoprotein (gp120) with the CD4 molecule on the
surface of cells, but also with its chemokine co-receptors.
Several chemokine receptors can function as viral co-
receptors, but the beta-chemokine receptor CCR5 and
alpha-chemokine receptor CXCR4 are the most physio-
logically important co-receptors during natural infection.
CCR5-tropic (R5) HIV-1 isolates use CCR5 on target
cells for a productive infection, while CXCR4-tropic (X4)
isolates use CXCR4. Early HIV infection is characterized
by the predominance of R5 virus. However, later in the
course (usually after 8 to 10 years [1]), X4 virus emerge in
about 50% patients [2]. The mechanisms for this

phenotypic switch are still unknown [3]. It is also unclear
whether the evolution of X4 virus can result in a faster
disease progression [4,5], but this phenomenon has been
surely associated with a rapid decrease in CD4+ T cells
and led the disease to the AIDS phase [6]. Figuring out the
drivers of R5-to-X4 phenotypic switch is crucial for the
development of antiretroviral therapy.
Many hypothesizes have been raised to address this

question. It has been suggested that the availability of
target cells may not be a driver for the R5-to-X4 switch
[7]. As observed by Van Rij RP, after one year of
infection, the occupation of serum CXCR4+ CD4+ Tcells
was inversely correlated with the evolution of X4 viruses
and the occupation of CCR5+ CD4+ T cells has no
relationship with the phenotypic switch [8]. Another
assumption is that X4 virus might have higher infectivity
than R5 virus. However, this explanation cannot explain
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why X4 virus does not appear from the early stage of
infection, since it only required a few amino acid changes
in V3 loop for virus to switch from CCR5 to CXCR4
tropism [9–13]. In contrary, in early stage, most switch
showed reduced replication rate and less-efficient cor-
eceptor use [1]. It has also been suggested that selective
pressure restrains the evolution of X4 viruses in vivo,
which indicates that the appearance of CXCR4-tropic
isolates late in the infection reflecting the languishing
immune system [7]. R5 viruses were thought to have a
selective superiority in vivo and the burst size of R5
viruses has been suggested to be much greater than that of
X4 viruses [14]. Additionally, a recent study has shown
that the turnover of memory and naïve T cells can also
result in this phenomenon [3]. Memory T cells in division
have relatively high proportion in the early phase of
infection and thus benefits the division of memory cell-
tropic (R5) viruses. With the increase of the proportion of
active naïve Tcells, the amount of X4 viruses exceeds that
of R5 counterpart [3]. However, most of the presumptions
just focused on one aspect and did not explain how these
factors jointly influence the evolution of X4 virus.
In this paper, we present a time-dependent model

incorporating mutation rate to describe the dynamic
progression of HIV-1 from R5-dominance to X4-
dominance. Based on some assumptions mentioned
above, we expect to assess the significance of every
essential element in the evolution of viral phenotype
switch comprehensively. Therefore we conducted a new
systematic evaluation by performing sensitivity analyses
from different time sections both inter- and intra-patients.
The results suggest that, besides mutation rate, whether

coreceptor switch emerges or not depends mostly on the
factors relevant to the renewal of CD4+ T cells and
viruses. We demonstrate that the death rate of free virus
(dV), rate that uninfected CD4+ T cells arise from
precursors (s) and proliferate as stimulated by antigens
(r), and in vivo viral burst size, i.e., the number of free
virions released from an infected CD4+ T cells during its
lifespan (N) are four robust factors which are constantly
observed to have a strong correlation with the evolution of
viral phenotype for most patients longitudinally, although
the most sensitive factor changes with the alternation of
physical conditions.

RESULTS

Infection was established using System 2 in Methods by 1
viral particle/mL of R5 virus and the results correlate well
with the features mentioned by other experimental
observations (Figure 1 and Figure 2A). In the acute
infection, CD4+ T cell numbers declined, followed by a
slight recovery and then fluctuated for about one year.
Meanwhile, the number of R5 virus ascended and
experienced a fluctuation as well. As the amount of
CD4+ T cells declined, the virus accumulated mutations
[15], and thus the evolution towards CXCR4 usage
appeared at a low CD4 counts, which correlates well with
the observed features that the emergence of X4 virus is
usually related to the decrease in CD4 counts [16].
Notably, R5 virus did not disappear after the switch [17].
Actually, whether the switch would happen and the
percentage of R5 virus in total virus load depends on the
model parameters. This phenomenon is consistent with

Figure 1. Evolution of the concentrations of CD4+ T cells and R5 HIV-1 in the first year.
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the records that X4 virus can be examined in only 50%
patients even in the late stage [18] and different patients
experience the switch at various time points. Although it
is still unknown whether the emergence of X4 tropism is
the cause or the result of rapid CD4+ T-cell decline, all the
patients with X4 virus experienced a faster progression
[18].

Key factors that dominate the likelihood of
phenotypic switch

It is poorly understood why coreceptor switch happened
in 50% of HIV-1 patients. Trouplin et al. found that just
few mutations in the V3 loop can result in the utilize of
CXCR4 [15]. While few assumptions mentioned the role
of mutation in the phenotypic switch, many hypotheses
focused on target cell availability, cell turnover, viral
infectivity and immune pressure [7]. To explore the
possibility of alternative proposals, we let all the
parameters fluctuate around their original values at
different time points. The influences of perturbation on
the likelihood to switch were calculated following the
protocol of sensitivity analysis mentioned in the Section
of Method. Basically, a positive factor is supposed to
promote the switch, and vice versa. According to the
results, the exact value of mutation rate played a less
important role in the R5-to-X4 switch. That is to say,
though this factor was essential for the occurrence of
switch, it was not sensitive to the likelihood to switch.
This is probably because sensitivity analysis focused
mainly on the horizontal comparisons between several
parameters at different time points. The parameters with
larger base value are more likely to be prominent

sensitivity factors. If we enlarged the rate, the sensitivity
would raise as well (not shown). For the same reason, the
percentages of total and dividing naïve T cells (fn and n)
showed weak effects as well.
How factors affect the likelihood of R5-to-X4 switch in

specific was illustrated by patient 1 (Figure 3). The results
indicated that the death rate of free viruses (dV), in vivo
viral burst size (N), rate that uninfected CD4+ Tcells arise
from precursors (s) and proliferate as stimulated by
antigens (r) had strong impacts on viral phenotypic switch
longitudinally. Among these factors, dV was the most
sensitive positive one and N remained the most sensitive
negative one through the disease progression. Different
from the two factors mentioned above, as HIV-1
progressed, the impact of s increased while the influence
of r diminished.
Interestingly, the effect of R5 infectivity (kR5) was

negative when the count of CD4+ T cells is relative high
(over 200). However, it turned into positive on the later
stage. This may result from the lack of target cells. In
early infections, higher infectivity would contribute to
more infected CD4+ T-cells which release R5 virus.
However, in late-stage disease, the amount of CD4+ T-
cells had already declined. At this time, higher infectivity
of R5 strains would make this drop more dramatic so that
both 2 subspecies would not have enough host cells to
invade. Due to a higher basic value of R5 virus, the
decrease of R5 virus load was more outstanding than its
counterpart and gave rise to the increase of the difference
value. Moreover the absolute value of its influence
ascended from the latter half of chronic infection.
Comparing with the rest of the factors, the impact of the

percentage of dividing memory CD4+ T cells (m) was

Figure 2. Evolution of the concentrations of CD4+ T cells, R5 HIV-1 and X4 HIV-1 with different initial values. (A) Model with
parameters shown in Supplementary Table S1. (B) Model with infectivity of X4 virus kX4= 3�10-5 mm3day-1. All the other parameters were
adopted from Supplementary Table S1.
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relatively remarkable and increased as disease went on. It
is consistent with the result from Riveiro et al. [3]. The
influence of the proportion of total memory CD4+ T cells
(fm) experienced a similar trend. The difference was that
fm showed a positive effect on the likelihood of switch,
which was opposite to m. As for the maximum CD4+ T

cell concentration level (Tmax, negative) and death rate of
uninfected CD4+ T cells (dT, positive), they all exhibited
a decreased influence with the depletion of CD4+ T cells.
All the parameters were designed randomly within the
biological significance and details of patients are included
in Supplementary Table S1.

Figure 3. Sensitivity analysis of patient 1. The perturbation analyses were performed when CD4+ T cells reach specific

concentration (A) T = 300; (B) T = 250; (C) T = 200; (D) T = 150; (E) T = 100. Parameter values used are given in Supplementary
Table S1.
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Contribution of inter-patient heterogeneity to the
likelihood of switch

To assess the effects of patient heterogeneity on the
phenotypic switch and evolution of disease progression,
we performed a sensitivity analysis for seven virtual
patients with different physical conditions. In our

modeling, only a fraction of these targeted parameters
are immeasurable (bR5, bX4, cR5, cX4, Tmax), while most of
them (bR5, bX4, cR5, cX4) had little impact on the final
results. The results show that the parameters with
high sensitive score remain steady across all patients
(Figure 4). The parameter settings of 7 virtual patients can
be found in Supplementary Table S3. To verify our

Figure 4. Sensitivity analyses of 7 patients with different profiles. The perturbation analyses were performed when CD4+ T

cells reach specific concentration (A) T = 300; (B) T = 250; (C) T = 200; (D) T = 150; (E) T = 100. Parameter values used and the 3D
version are given in Supplementary Table S3 and Figure S1 respectively.
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conclusions, we have performed sensitive analyses for
additional virtual patients with different parameter
settings (see Supplementary Materials for detail) and
selected seven representative patients for following
analyzing. The results indicate that the variations in
most parameters of patients’ profile had little effect on the
sensitivity analyses, expect for these four factors: the rate
that uninfected CD4+ Tcells arise from precursors (s), the
rate that unifected CD4+ T cells as stimulated by antigens
(r), the percentage of total memory CD4+ T cells (fm) and
the percentage of dividing memory CD4+ T cells (m).
Specifically, when the magnitude of r raised and that of s
decreased (patient 3), the influence of the infectivity of R5
(kR5) to likelihood was strengthened. Notably, for patient
1, the sensitivity factor of kR5 was negative.
However, when s and r changed, the effect turned into

positive. Meanwhile, the modification of s and r also
contributed to larger influence of r itself, the maximum
CD4+ T cell concentration level (Tmax), the death rate of
uninfected CD4+ T cells (dT) and the proportion of total
memory CD4+ T cells (fm), but a smaller impact of s, the
death rate of free viruses (dV), the percentage of dividing
memory CD4+ T cells (m) and in vivo viral burst size (N).
In specific, for patient 3, which differed from patient 1

in parameters s and r, the ranking of leading factors
affected the likelihood changed over time. The rate of
proliferation of CD4+ T cells irritated by environmental
antigens (r) was most sensitive all through while the death
rate of virus (dV) and in vivo viral burst size (N) kept
remarkable influence as well. However, in the late-stage
of disease, the effect of the proportion of total memory
CD4+ T cells (fm) surged and even exceeded that of N.
The infectivity of R5 (kR5) showed an analogous trend.
Similarly, the enlargement of the value of m, which

would result in the increase of fm and the reduce of fn
(patient 6), would affect the results of sensitivity analysis
to some extent. For instance, the sensitivity of fm ascended
due to the changing of m (Figure 4). As for patient 7 (r, N,
fn increased; s, m, fm, dV decreased), the result is basically
a nonlinear superposition of patient 3 (increased r;
decreased s) and patient 6 (increased m and fm; decreased
fn).

DISCUSSION

The underlying causes for the R5-to-X4 shift in the late
stage of HIV infection are not clearly understood. To find
possible explanations, we developed a time-dependent
mathematical model incorporating virus mutation to
simulate the dynamics of HIV infection. The results are
consistent with clinical observations, presenting an early
viral peak, early decline of CD4+ T cells and subsequent
short-term fluctuations both in virus load and CD4+ Tcell
count, followed by a progressive decline in CD4+ T cells

and a considerable rise in viral load. This model does not
take dual tropic virus into consideration in order to reduce
the dimensions. However, the model succeeded to explain
that CXCR4-tropic virus appearing just in some indivi-
duals [2] may due to inter-individual variations. In this
respect, it is important to point out that differences in the
ability of viral infection among patients results in the
differences in the evolution of X4 virus (Figure 2A, 2B).
For example, just 10% lowering the infectivity of X4
virus, the amount of X4 virus decreased significantly, to
almost 1/1000 of the original counts (Figure 2B). By
contrast, varying the initial load of R5 between 1 copy/
mm–3 and 10–3 copies/mm–3 did not affect the occurrence
of R5-to-X4 switch. Additionally, how parameters
varying during the infection could also result in different
results. Some reports suggest that the evolution of viral
populations depends on the ‘environment’ within the
host, which influences the immune control [19–21].
To understand the interplay between patients’ char-

acteristics and disease progression, we analyzed the effect
of each factor to the disease progression. Illustrated by the
case of patient 1, the death rate of virus (dT), in vivo viral
burst size (N), rate that uninfected CD4+ Tcells arise from
precursors (s) and proliferate as stimulated by antigens (r)
appeared to be sensitive all the time. This phenomenon
indicates that the renewal of T cells and virus played a
more important role in the progression of disease than the
infectivity of virus. Remarkably, compared with the death
rate of uninfected T cells (dT), the birth rate of new CD4+

T cells was more significant. Furthermore, with the
depletion of T cells, the influence of s and r increased and
decreased respectively. While both representing the
production of T cells, the difference between s and r is
where the new T cells came from. The rising negative
effect of s is consistent with the observation that X4
viruses may cause more significant decrease than R5
viruses in the production of new CD4+ T cells from the
thymus [22].
Another notable phenomenon is that the infectivity of

R5 strains (kR5), from a negative one, turned into a
positive factor in the late stage while the infectivity of X4
virus (kX4) did not show the same influence. This result
indicates that the hypothesis that R5-to-X4 switch
happened because X4 variants may be more virulent
than R5 variants might not be valid [3]. One possible
explanation is that the target cells for X4 virus are naïve T
cells. As a result, only raising the infectivity of X4 virus
without increasing the amount of naïve T cells will not
promote the phenotypic switch.
As mentioned by Perelson et al. [3], the percentage of

dividing memory T cells (m) did have a significant effect
on the likelihood to switch. However, their results only
mentioned that the division rate regulates R5 and X4 viral
load, but did not analyze how the alternation of m would
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affect the evolution of switch. From our analysis, the
increase of m would make the infection of R5 on a
vantage point and would have a negative impact on the
R5-to-X4 switch. In contrast, the percentage of total
memory cells (fm) was a positive parameter. This may
result from the experimental observation that a higher
percentage of memory cells means a lower amount of
dividing memory cells [3]. Additionally, the percentage of
dividing memory T cells (m) experienced a downward
trend, while the percentage of total memory cells (fm)
experienced an upward trend. That is to say, despite the
amount of new CD4+ T cells from normal environment
raised, a lower production rate of T cells from thymus will
still weaken the influence ofm. The distinction might give
the prompt that thymus may have a stronger relationship
with the division of memory T cells than antigens do.
Moreover, the effect of the maximum CD4+ T cell

concentration level (Tmax) declined over time and so did
that of the death rate of CD4+ T cell (dT). This may shed
some insight on the debate whether the emergence of
HIV-1 strains able to use CXCR4 as a coreceptor is the
cause or the consequence of immune decline, which we
think both may be the cause [23].
The sensitivity analysis was also used to address the

possible effects of different basic conditions. The results
of this analysis were relatively robust. The structure of the
model, which was determined by the molecular mechan-
isms, had a great influence on the outcome, even if
parameters were disturbed significantly (Figure 4). As
reflected in sensitivity analysis, parameters that would
affect the results significantly were mostly T cells relevant
(r, m, s) which can mirror patients’ physical states. To be
specific, this study suggests typical indexes that are of
substantial significance to viral tropism, pathogenesis,
and antiretroviral therapy are these three factors: the
percentage of dividing memory cell (m), rate that
uninfected CD4+ T cells arise from precursors (s) and
proliferate as stimulated by antigens (r).
We should point out that changing the birth rate of new

T cells would change the sequence of factors sorted by the
influence in a decreasing manner. From the clinical
perspective, it not only leads to the concern about
personalized therapy on different patients, but also
reminds us that, during the progression of disease, we
should keep the therapeutic targets update in order to
achieve optimal results. In specific the modification of a
declined s and an ascended r favored the fitness of T cells,
resulting in an increased influence for most parameters
related to T cells and a decreased influence for those
characterizing viruses. In conclusion, to study the
phenomenon of HIV-1 tropism switch, we have presented
a model that describes the dynamics of HIV-1 and
CD4+ T cells, as well as their interactions. A systematic
sensitivity analysis was applied to evaluate the influences

of each possible factor on the viral phenotypic switch.
Seven virtual patients with various physical states were
examined horizontally and longitudinally. The results
indicated that the death rate of virus (dV), in vivo viral
burst size (N), rate that uninfected CD4+ Tcells arise from
precursors (s) and proliferate as stimulated by antigens (r)
had significant influences on the likelihood to switch for
most patients, though the specific sensitivity would
fluctuate as disease progression. The decisive factors of
tropism switch remained steady across heterogeneous
patients, unless there were remarkable variations in the
parameters concerning CD4+ T cell renewal. It provides a
new clinical thinking that therapy may focus on different
factors according to different physical conditions and
combined antiretroviral therapy might have much better
effect.

METHODS

Basic mathematical model for the dynamics of HIV

It is widely appreciated that there are many uncertainty
and random events in biological systems. However, the
dynamics we concerned about are global behavior of
numerous cells and viruses. As a result, we implied well-
mixed population dynamics model, which has been
proved applicative in this kind of problem [24]. The
CCR5 receptor tropism is observed almost all primary
HIV-1 isolates regardless of viral genetic subtype in early
HIV-1 infection. To model the influence of R5 HIV-1 on
CD4+ T cell growth in the early stages of infection, a
simple mathematical model of the well-mixed population
dynamics was defined based on the basic model first
introduced by Perelson and colleagues in 1993 [25]. Let T
denotes the concentration of uninfected CD4+ T cells in
plasma, and VR5 be the concentration of free infectious R5
virions. Upon infection, the T cells will become infected
CD4+ Tcells IR5. Definitions and values of the parameters
used in this paper are given in Supplementary Table S1.
The dynamics of the interactions are represented by

dT

dt
=sþ rT 1 –

T þ IR5
Tmax

� �
– ðdT þ kR5VR5fmÞT , (1a)

dIR5
dt

=kR5TVR5fm – ðdIR5 þ cR5TÞIR5, (1b)

dVR5

dt
=5N

m

fm
dIR5 IR5 þ N 1 –

m

fm

� �
dIR5IR5

– ðdV þ kR5fmT þ bR5TÞVR5: (1c)

In Equation (1a), naïve CD4+ T cells arise at a constant
rate s from precursors in the thymus. Once the signal
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activation is complete the CD4+ T cells then allows itself
to proliferate. On account of the nutrition dependent
competition mechanism, we assume the proliferation of
activated T cells is governed by a logistic term, in which
r = rmaxp is the product of the maximum proliferation rate
and the proportion of cells activated, and Tmax is the
saturating concentration factor. The initial stage of growth
is approximately exponential; then, as saturation begins,
the growth slows and the population level Tmax is
approached slowly from below. Since T cells have a
natural lifespan, dT is the average per capita death rate,
which implies that the probability of cell death at time t is
given by an exponential distribution with an average cell
lifetime of 1/dT [26]. R5 HIV-1 infects uninfected
memory T cells (fmT) with a rate constant kR5 and causes
them to become productively infected cells IR5, thus the
mass-action type of term kR5TVR5fm is subtracted from
Equation (1a) and added to Equation (1b). Since the
proportion of cells becoming latently infected upon
infection is small [27], here we do not distinguish
between latently infected and productively infected cells.
In Equation (1c), virus is produced by productively

infected cells. We follow the assumption that dividing
cells produce five times more virions during its lifetime
than resting cells do [28]. As noted by Zhang et al. [28],
dividing cells have approximately five times more virus
RNA than resting cells do, we define m to represent
dividing memory CD4+ T cells. Thus, m/fm denotes the
proportion of dividing memory cells in total memory
CD4+ Tcells. Since the average lifespan of a productively
infected cell is 1/dIR5, the average rate of virion
production is NdIR5 [26] for resting cells and 5NdIR5 for
dividing cells. Merrill suggests that N is between 50 and
1000 [29]. Here we assume N = 200. Note that free virus
is cleared not only at rate dVVR5 due to limited lifespan,
but also at rate kR5TfmVR5 to account for the fact that
whenever a CD4+ T cell is infected, at least one virion
must enter.
In Equations (1b) and (1c), we take the immune

response into consideration. The activation of immune
response is usually CD4+ T cell-dependent. For example,
the production of interleukin-2 by CD4+ T cells is
necessary for the proliferation of activated cytotoxic T
lymphocytes (CTL). Without CD4+ T cell interactions,
CTL do not proliferate and eventually become anergic. B
cells are also activated by CD4+ T cells through a
phenomenon known as an immunological synapse
[30,31]. By reasonably assuming the immune responses
of CTL, macrophages, natural killer cells and B cells to be
proportional to the concentration of CD4+ T cells, we
show that infected cells are killed by cellular immunity at
rate -cR5TIR5, while free viruses are cleared by B cell-
dependent humoral immunity at rate -bR5TVR5. Here the
CTLs, macrophages, natural killer cells and B cells are

only implicitly included in the model in order to reduce
the dimensionality without losing crucial mechanism (see
Supplementary Materials for detail).

Sophisticated model for the dynamics of HIV

The model given by Equations (1a), (1b) and (1c)
describes the dynamics of HIV-1 disease while only
CCR5-using virus exists. However, in late-stage infec-
tions, X4 strains become prevalent in about 50% of
patients [2]. To track the dynamics of two species, we
extended the previous model and incorporated mutation
rate.

dT

dt
=sþ rT 1 –

T þ IR5 þ IX4
Tmax

� �

– ðdT þ fmkR5VR5 þ fnkX4VX4ÞT , (2a)

dIR5
dt

=fmkR5TVR5 – ðdIR5 þ cR5TÞIR5, (2b)

dIX4
dt

=kX4fnTVX4 – ðdIX4 þ cX4TÞIX4: (2c)

dVR5

dt
=5N

m

fm
dIR5IR5 þ N 1 –

m

fm

� �
dIR5IR5

– a 5N
m

fm
dIR5IR5 þ N 1 –

m

fm

� �
dIR5 IR5

� �

þb 5N
n

fn
dIX4IX4 þ N 1 –

n

fn

� �
dIX4IX4

� �

– ðdV þ fmkR5T þ bR5TÞVR5: (2d)

dVX4

dt
=5N

n

fn
dIX4IX4 þ N 1 –

n

fn

� �
dIX4IX4

þa 5N
m

fm
dIR5IR5 þ N 1 –

m

fm

� �
dIR5IR5

� �

– b 5N
n

fn
dIX4IX4 þ N 1 –

n

fn

� �
dIX4IX4

� �

– ðdV þ fnkX4T þ bX4TÞVX4: (2e)

In Equations (2a), (2b), (2c), (2d) and (2e), we took
additional X4 viruses into consideration. Since the
dynamics of CXCR4-tropic infection is analogous to
CCR5-tropic infection [32], X4 virus infects uninfected
CD4+ T cells with a rate constant kX4 and become
productively infected cells IX4. Considering their different
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affinity to bind to naïve and memory CD4+ T cells, fn
replaces fm and fnkX4TVX4 is subtracted from Equation
(2a) and added to (2c). Corresponding to m representing
the proportion of dividing memory Tcells, n demonstrates
the percentage of dividing naïve T cells. When an infected
naïve T cell disrupts, it releases

5N
n

fn
dIX4IX4 þ N 1 –

n

fn

� �
dIX4IX4

amount of viruses. Specifically, we assume that an R5
virus mutates to X4 virus at a rate a, and an X4 virus
backward mutates to R5 virus at a rate b.
It is widely appreciated that the physical condition of

patients changes over time as disease progressing. Here,
to account for the gradual evolution from acute to chronic
infection, we assume that virus infectivity increased with
time and patients’ immunity decreased with CD4+ T cell
counts. The rest of parameters varied according to the
experimental data [11,33–35] (see Supplementary Mate-
rials for detail). Infection of memory cells by X4 viruses
and infection of naïve cells by R5 viruses are not included
in this model [3].

Sensitivity analysis

To systematically evaluate the influence of each factor on
phenotype switch and the progression of disease, we
conduct a sensitivity test, and the sensitivity factor of xi is
calculated as [36]

Si �
∂FðxÞ
∂xi

  ����
x=x0

, (3)

where F(x) is the objective function (e.g., the difference
value of R5 and X4 virus load, total virus load), and x0 is
the local parameter profile. For simplicity, we use the
finite difference Equation (4) to approximate the differ-
ential Equation (3).

SV, a=

ðVX4þ –VR5þÞ – ðVX4� –VR5�Þ
VR5 þ VX4

Δa
a

: (4)

The sign of Si represents the positive or negative
correlation while the amplitude (absolute value) of Si
reflects the sensitivity strength (see Supplementary
Materials for details). In our test, we set 7 patients with
different parameter profiles (specially, the profile of
patient 7 is the combination of patient 3, 5 and 6) and
did the parameter perturbation at different time points to
figure out the sensitivity factor. The variations of most
initial parameters are less than 20% and all the values are
ensured within biological significance.
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