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Abstract
Introduction  Electronic health record (EHR) or medical claims-based algorithms (i.e., operational definitions) can be used 
to define safety outcomes using real-world data. However, existing tools do not allow researchers and decision-makers to 
adequately appraise whether a particular algorithm is fit for purpose (FFP) to support regulatory decisions on drug safety 
surveillance. Our objective was to develop a tool to enable regulatory decision-makers and other stakeholders to appraise 
whether a given algorithm is FFP for a specific decision context.
Methods  We drafted a set of 77 generic items informed by regulatory guidance documents, existing instruments, and pub-
lications. The outcome of ischemic stroke served as an exemplar to inform the development of draft items. The items were 
designed to be outcome independent. We conducted a three-round online Delphi panel to develop and refine the tool and 
achieve consensus on items (> 70% agreement) among panel participants composed of regulators, researchers from phar-
maceutical organizations, academic clinicians, methodologists, pharmacoepidemiologists, and cardiologists. We conducted 
a qualitative analysis of panel responses. Five pairs of reviewers independently evaluated two ischemic stroke algorithm 
validation studies to test its application. We developed a user guide, with explanation and elaboration for each item, guidance 
on essential and additional elements for user responses, and an illustrative example of a complete assessment. Furthermore, 
we conducted a 2-h online stakeholder panel of 16 participants from regulatory agencies, academic institutions, and industry. 
We solicited input on key factors for an FFP assessment, their general reaction to the Algorithm CErtaInty Tool (ACE-IT), 
limitations of the tool, and its potential use.
Results  The expert panel reviewed and made changes to the initial list of 77 items. The panel achieved consensus on 38 
items, and the final version of the ACE-IT includes 34 items after removal of duplicate items. Applying the tool to two 
ischemic stroke algorithms demonstrated challenges in its application and identified shared concepts addressed by more than 
one item. The ACE-IT was viewed positively by the majority of stakeholders. They identified that the tool could serve as an 
educational resource as well as an information-sharing platform. The time required to complete the assessment was identified 
as an important limitation. We consolidated items with shared concepts and added a preliminary screen section and a sum-
mary assessment box based on their input. The final version of the ACE-IT is a 34-item tool for assessing whether algorithm 
validation studies on safety outcomes are FFP. It comprises the domains of internal validity (24 items), external validity 
(seven items), and ethical conduct and reporting of the validation study (three items). The internal validity domain includes 
sections on objectives, data sources, population, outcomes, design and setting, statistical methods, reference standard, accu-
racy, and strengths and limitations. The external validity domain includes items that assess the generalizability to a proposed 
target study. The domain on ethics and transparency includes items on ethical conduct and reporting of the validation study.
Conclusion  The ACE-IT supports a structured, transparent, and flexible approach for decision-makers to appraise whether 
electronic health record or medical claims-based algorithms for safety outcomes are FFP for a specific decision context. 
Reliability and validity testing using a larger sample of participants in other therapeutic areas and further modifications to 
reduce the time needed to complete the assessment are needed to fully evaluate its utility for regulatory decision-making.

Extended author information available on the last page of the article

http://orcid.org/0000-0003-0912-941X
http://crossmark.crossref.org/dialog/?doi=10.1007/s40264-022-01254-4&domain=pdf


88	 S. Singh et al.

Key Points 

The Algorithm CErtaInty Tool (ACE-IT) provides a 
structured, transparent, flexible, and qualitative approach 
for decision-makers to appraise whether algorithms that 
validate drug safety outcomes are fit for purpose for a 
decision context.

Further testing across different therapeutic areas is 
needed to evaluate its utility for regulatory decision-
making.

1  Introduction

Validation of algorithms based on electronic health records 
(EHRs) or medical claims-based definitions of outcomes 
(e.g., combination of medical and pharmacy codes) are 
important to evaluate the effectiveness and safety of mar-
keted products using real-world data. The US Food and Drug 
Administration (FDA) underscores the importance of vali-
dating algorithms designed to represent clinical endpoints, 
including algorithms derived from EHRs or administrative 
claims [1].

There is a lack of a transparent and consistent approach to 
evaluate whether algorithms for safety outcomes are fit for 
purpose (FFP) to support regulatory decisions. Regulators 
use real-world studies using EHR or medical claims-based 
algorithms to make decisions about the safety and effec-
tiveness of drugs. It is necessary for such algorithms to be 
valid and reliable. There is no single resource with criteria 
or questions to appraise whether an algorithm is FFP for 
different types of regulatory contexts of use. Existing tools 
to evaluate EHR or medical claims-based algorithms recom-
mend evaluation of important aspects of internal validity 
but may lack specificity for evaluating other items relevant 
to the algorithm’s use in studies designed to inform regula-
tory decisions [2]. Other tools such as the Quality Assess-
ment of Diagnostic Accuracy Studies instrument [3] and 
the Standards for Reporting of Diagnostic Accuracy Studies 
tool [4], are specific for evaluating diagnostic studies but 
do not support the evaluation of algorithms for regulatory 
decisions. The Good ReseArch for Comparative Effective-
ness (GRACE) checklist [5] and the Structured Template 
for Assessment and Reporting of Real-World Evidence 
(STaRT-RWE) template [6] identify important elements of 
observational studies. However, these two tools rarely assess 
whether or how the operational definition of the outcome 

reflects the underlying conceptual or case definitions. The 
integrity of the underlying data source and the replicability 
of algorithms between data sources are of special impor-
tance to regulators. Existing tools evaluate internal valid-
ity but do not include assessment of overall FFP including 
external validity for the algorithm’s intended use or target 
application, which regulatory decision-making requires [7]. 
The Algorithm CErtaInty Tool (ACE-IT) was developed to 
meet this evidence gap.

2 � Objectives and Scope

Our objective was to develop a tool to enable regulatory 
decision-makers and other stakeholders to appraise whether 
a given EHR or medical claims-based algorithm is FFP for a 
specific decision context. The primary objective of this tool 
is to enable regulatory decision-makers and other stakehold-
ers, including manufacturers and healthcare professionals, 
to appraise the FFP nature of an algorithm for a target study.

3 � Methods

3.1 � Development of Draft Items for the Delphi 
Panel

We drafted a set of items to present to the panel. Seven 
experts on real-world evidence (RWE) algorithms from dif-
ferent organizations drafted the initial set of items, informed 
by existing tools to evaluate diagnostic studies [3, 4], tools to 
evaluate observational studies on RWE [5, 6], and relevant 
published literature on the topic [8–10], including regulatory 
documents from the FDA [7, 11], European Medical Agency 
[12–14], and government organizations such as the Agency 
for Health Care Research and Quality [15] and the Patient 
Centered Outcomes Research Institute [16]. These included 
items from a recent stakeholder review by some of our team 
members [10] and were also informed by algorithms identi-
fied from a scoping review on ischemic stroke.

The initial list of items was intended to stimulate discus-
sion by the Delphi panel. It was intended to be comprehen-
sive and inclusive of all items potentially relevant to the 
objectives, data sources, study design, accuracy, reference 
standards, and limitations of algorithm validation studies. 
We also included items related to the assessment of external 
validity to a target study. These items were intended to be 
generic and outcome independent. All the authors, repre-
senting different organizations and different areas of exper-
tise, were involved in drafting the items.
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3.2 � Selection of Safety Outcome of Ischemic Stroke

We selected the safety outcome of ischemic stroke to moti-
vate the development of draft items. We selected ischemic 
stroke because of its importance to regulators and other 
stakeholders, the heterogeneity of operational definitions for 
“ischemic stroke,” and the availability of several validated 
algorithms. We had initially intended to evaluate algorithms 
on the composite endpoint of major adverse cardiovascu-
lar outcome, which comprises the endpoints of myocardial 
infarction, stroke, and cardiovascular death. However, most 
available algorithms reported on the individual endpoints 
rather than the composite.

3.3 � Scoping Review for Ischemic Stroke

We conducted a scoping review to identify EHR or medi-
cal claims-based algorithms for ischemic stroke. The results 
of this review informed the development of draft items for 
the Delphi panel. We excluded studies that did not validate 
algorithms against a reference standard. We included studies 
that evaluated the diagnostic accuracy, i.e., sensitivity, speci-
ficity, positive predictive value (PPV), and negative predic-
tive value (NPV) of International Classification of Disease 
(ICD)-9- or ICD-10-based administrative algorithms for 
ischemic stroke. We included studies that reported on any 
of these parameters. We excluded prognostic utility studies, 
randomized controlled trials, case series, review articles, and 
systematic reviews or studies with no original data.

3.4 � Delphi Process and Consensus

The Delphi process synthesizes opinions of experts into 
group consensus [17, 18] through the provision of structured 
feedback and statistical group response, with the responses 
of each individual reflected anonymously in final ratings 
[19]. A reproducible method for selection of participants, 
prespecification of the definition of consensus, and prespeci-
fication of the number of rounds are key qualities to ensure a 
robust Delphi study [17]. The required level of consensus for 
keeping an item needs to be prespecified prior to each round. 
It has varied from as low as 50% agreement [20] to more 
than 80% agreement [21]. Percent agreement (e.g., > 80%) 
has been the most commonly used definition of consensus, 
followed by proportion of participants agreeing on a particu-
lar rating [17]. Given the small size of our expert panel and 
the need for a tool that prioritizes sensitivity of items over 
specificity, we selected > 70% agreement as the definition 
of consensus for the selection of the final round of items. We 
conducted three sequential rounds of review and evaluated 

the level of agreement and open-ended responses to decide 
which items to include in subsequent rounds. We combined 
items with similar concepts when possible. We planned to 
stop the Delphi process after three rounds regardless of the 
level of agreement or stability of ratings.

3.5 � Identification and Recruitment of the Delphi 
Panel

We considered the following areas of expertise critical to our 
panel: (1) regulatory expertise from the FDA Office of Sur-
veillance and Epidemiology as well as the Office of Medical 
Policy; (2) cardiovascular methodology; (3) development 
and validation of algorithms in large databases; and (4) 
causal inference and pharmacoepidemiology. We also identi-
fied experts from pharmaceutical sponsors who conduct vali-
dation studies. We identified experts from relevant networks, 
membership of societies (e.g., International Society of Phar-
macoepidemiology), and relevant publications on the topic. 
All were invited to participate by email. All but one expert 
agreed to participate. The expert who refused to participate 
identified another relevant expert from his/her perspective. 
The final seven-member panel included two regulators, four 
members from academia, including a cardiovascular epide-
miologist, cardiologists, and pharmacoepidemiologists, and 
regulatory representatives. One member from industry pro-
vided expertise in the conduct of validation studies.

3.6 � First Round of the Delphi Panel

We generated items for the first round based on domains 
and items informed by the tools and guidance documents 
noted above. To assist the panelists, we also presented a 
hypothetical vignette for a proposed safety study of a hypo-
thetical product for ischemic stroke for regulatory surveil-
lance (see Table 1). We presented the results of the draft 
tool to the panel after a 90-min online orientation session. 
The panel rated the importance of the draft items and pro-
posed additional items independently and anonymously to 
reduce the risk of bias. The tool included items relevant to 
internal validity, external validity, ethics, and transparency 
of reporting. The panelists provided categorical responses 
to whether the selected items should be included to accu-
rately identify the construct of interest (internal validity) or 
support the use of the algorithm in a target, i.e., safety sur-
veillance study (external validity). They also provided open 
ended responses about additional items to evaluate algorithm 
validation studies. There was no limit to the number of items 
that could be generated. We conducted a qualitative analy-
sis and grouped similar items together, removed redundant 
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items, and included new items generated by the panel in 
the participants’ words as much as possible. We clarified 
concepts and terms and reorganized the structure of the tool 
(e.g., moving items from one section to another). The items 
were structured in the form of sufficiently complex questions 
for the next round to minimize ceiling effects.

3.7 � Second Round of the Delphi Panel

In the second round, the panel rated the revised set of items 
on a 5-level scale (strongly disagree, disagree, neutral, agree, 
or strongly agree) to determine agreement for inclusion of 
items. A rating of strongly agree signified that item was 
important and needed to be included in the tool, whereas a 
rating of strongly disagree indicated that the item was not 
important and should not be included. We quantified the 
level of agreement and disagreement among all rated items. 
As prespecified, all items that were rated as being agree or 
strongly agree (≥ 4) by >70% of the panel were retained for 
the next round of the survey [21].

3.8 � Third Round of the Delphi Panel

The objective of the third round of the Delphi panel was to 
achieve consensus on the final list of items and stability of 
ratings, if possible. The panel reviewed and rated the items 
using similar methods as round 2 above. All items rated as 
being agree or strongly agree (≥ 4) by > 70% of the panel 
were retained for the final tool [21].

3.9 � Operationalizing the ACE‑IT

Five pairs of experts in clinical epidemiology, pharmacoepi-
demiology, and validation independently used the final ver-
sion of the tool to evaluate two selected ischemic stroke 
studies from the final list of included studies [22, 23]. There 
was no overlap between members of the Delphi panel and 
these experts. We selected two studies on ischemic stroke for 
appraisal for pragmatic considerations [22, 23]. These stud-
ies were selected from the final list of included studies by 
the study team as they were deemed appropriate for further 
testing of the ACE-IT. These two studies provided sufficient 

heterogeneity in data sources, population, and reporting of 
accuracy metrics. One study measured the PPV of acute 
ischemic stroke among intravenous immunoglobin users in 
the Sentinel Distributed Network [22]. The other study vali-
dated ischemic stroke among women in Medicare using the 
Women’s Health Initiative Cohort [23]. One study reported 
precision around accuracy parameters [22], whereas the 
other study did not report any precision around these esti-
mates [23]. One study was conducted in an administrative 
claims database and validated stroke outcomes against chart 
reviews [22]. The other study was conducted among Medi-
care participants and validated stroke outcomes compared 
to stroke diagnoses in the Women’s Health Initiative Study 
[23].

The objective of this evaluation was to clarify ambigu-
ous terms and concepts. When items included more than 
one component, (e.g., an item on the data source included 
considerations on data cleaning and data quality), raters 
made their best judgment and provided a rationale for their 
ratings. Raters used the above vignette to guide their work 
and assess the FFP of the two validation studies to a target 
data source (IQVIA PharMetrics® Plus database) (Janu-
ary 2010–September 2019) for the target study [24]. Using 
the hypothetical vignette shown in Table 1, the raters were 
asked to evaluate the internal validity, external validity, and 
reporting of the two ischemic stroke algorithms to the target 
study population [24]. This rigorous evaluation by a team of 
experts allowed us to test the performance of the tool.

3.10 � Evaluation by the Stakeholder Panel

We convened 16 independent experts in the field for a 2-h 
virtual meeting via Zoom. There was one member of the 
Delphi panel, who provided the regulatory perspective, who 
also participated in the stakeholder panel. The members in 
attendance included researchers from academic institutions, 
representatives from pharmaceutical companies, healthcare 
technology companies, and the FDA. Participants’ expertise 
spanned epidemiology, pharmacoepidemiology, regulatory, 
and RWE analytics. The meeting was recorded and tran-
scribed for note taking purposes and followed a semi-formal 
guide moderated by a member that was not part of the core 
research team. Stakeholders were provided the tool and 

Table 1   Vignette

Preclinical studies suggest an excess of ischemic stroke with hypothetical product X. A post-marketing real-world evidence study using the 
Food and Drug Administration's (FDA’s) Best Practices for Conducting and Reporting Pharmacoepidemiologic Safety Studies Using Elec-
tronic Healthcare Data Sets (2013) is requested to rule out a relative risk ratio > 1.3 of ischemic stroke with product X. The sponsor would 
like to identify reliable, valid, and robust algorithms that are fit for purpose to identify ischemic stroke for this post-marketing safety study. 
If the algorithms are not fit for purpose, the sponsor would like to design a reliable and valid algorithm validation study for ischemic stroke. 
Criterion validity is considered most relevant for this scenario
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user guide prior to the meeting for review and were asked to 
provide their input on four key questions: (1) What factors 
affect a decision about whether a given RWE algorithm is 
FFP? (2) What is your general reaction to the ACE-IT? (3) 
What are the limitations of the tool? and (4) How do you 
see you or your organization using this tool? We transcribed 
their comments and summarized their responses to the above 
questions with representative quotes.

3.11 � Development of the ACE‑IT and User Guide

We developed the final version of the tool, which included an 
explanation and elaboration document. Each item included 
in the tool was followed by an explanation and elaboration 
section, which included the rationale for inclusion of the 
item and the essential and additional elements needed to 
inform the assessment. We distinguished between elements 
that were essential to assess the validity of the study find-
ings versus additional elements that may enhance study cred-
ibility and may only be applicable in certain scenarios. We 
also included a verbatim excerpt from an example validation 
study followed by an example of the assessment by a user.

3.12 � Data Collection and Analysis

The tool was completed via REDCap, a secure data man-
agement system [25, 26]. We assessed percent agreement 
in rounds 2 and 3.

4 � Results

Overview: The ACE-IT is a 34-item tool for assessing 
whether algorithm validation studies on safety outcomes are 
FFP. This is shown in Table 2. It comprises the domains of 
internal validity (24 items), external validity (seven items) 
and ethical conduct and reporting of the validation study 
(three items). The domain of internal validity includes sec-
tions on objectives, population, design and setting, data 
sources, reference standard, strengths and limitations, out-
comes, statistical methods, and accuracy. The items refer to 
individual items within each of the respective sections and/
or domains.

4.1 � Delphi Panel

Our search identified eight studies on ischemic stroke [22, 
23, 27–32]. This is shown in Supplementary File 1 (see the 
electronic supplementary material). A draft set of 77 items 
informed by regulatory guidance documents, existing instru-
ments, scoping review, and publications was presented to the 
Delphi panel. This is shown in Supplementary File 2. After 

revision and input from the Delphi panel in the first round, 
the revised tool for the second Delphi panel included 47 
items. The panel achieved consensus on 38 items after the 
Delphi round 2. We presented 38 items for the third round. 
The rating remained stable from the second and third round 
of the Delphi panel. The panel achieved consensus on all 
38 items. Testing the application of the tool by the pairs of 
reviewers resulted in the identification of four overlapping 
items. Among these 38 items, four items were not incor-
porated into the 34-item ACE-IT because of overlapping 
themes.

4.2 � Stakeholder Assessment

The stakeholders identified that an FFP algorithm should 
always start with a clearly defined research question. The 
stakeholders noted that such algorithms should ideally be 
relevant, reliable, valid, clearly outline the population of 
interest, and be derived from a reliable data source [7, 10]. 
They also noted that it should have high PPV and sensitivity 
but acknowledged that tradeoffs between PPV and sensitivity 
may be necessary. They also identified the need for trans-
parency and replicability. Such an algorithm should clearly 
outline the population of interest and be derived from a reli-
able data source. It should also have the ability to account 
for bias and misclassification. The majority of participants 
approved of the structured, flexible, and systematic approach 
to an assessment of the algorithm outlined by the ACE-
IT. The majority of participants agreed that a qualitative 
assessment rather than a quantitative score was appropriate. 
They identified that the tool could serve as an educational 
resource as well as an information-sharing platform within 
their organization.

The stakeholder panel also identified some limitations. 
A few stakeholders identified the time required to complete 
the assessment as an important limitation. Stakeholders sug-
gested that assessors identify the critical components for 
their assessment before using the tool. They suggested that 
a full assessment of the algorithm’s FFP was unnecessary if 
critical components were absent from the validation study 
based on a preliminary screen. A few stakeholders advised 
that the tool should also have a segment to summarize the 
overall assessment of FFP. In response to these comments, 
we consolidated items with shared concepts and added a 
preliminary screen section and a summary assessment box 
based on their input.

Another limitation noted was the inability to assess valid-
ity due to the limitations of study reporting versus the actual 
study design and conduct of the algorithm validation study. 
Detailed results of stakeholder assessment with representa-
tive quotes are shown in Supplementary File 3 (see the elec-
tronic supplementary material).
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Table 2   Domains and Items in the Algorithm CErtaInty Tool (ACE-IT)

Domain Section Item # Item

Internal validity Objectives and scope 1 Were the objectives and scope of the index algorithm validation study 
clearly stated and adequately detailed?

Data source 2 Are the index algorithm validation data sources adequately described and 
relevant and reliable to validate the algorithm (e.g., type of data source, 
validation data source quality assurance and control, data cleaning, 
transformation procedures including validated data linkages, and the 
impact of missing and miscoded data or data lag on completeness of 
data)?

Study population 3 Is the number of excluded participants, the reasons for exclusion for study 
participants in the index validation data source, and its influence suf-
ficiently documented in the index validation study?

4 Does the sampling approach in the index validation study support obtain-
ing unbiased estimates of accuracy measures for the outcome?

5 Does the index algorithm validation study design fully describe the 
relevant study design and cohort(s) for measuring accuracy based on the 
statistical parameters to be estimated for the outcome?

Study outcomes 6 Are the conceptual/case definitions of the outcomes clearly defined and 
described?

7 Are the operational definitions (or the index algorithm) of the outcomes of 
interest clearly defined and described?

8 Did the index algorithm validation study report whether the outcome was 
incident or prevalent?

9 Was the index algorithm defined independently from the exposure?

Study design and setting 10 Does the index validation study report on patient characteristics relevant 
to the study where the algorithm will be used (e.g., age, sex, race/ethnic-
ity, geographic region, disease severity, and comorbidities)?

11 Is the time period of the index validation study appropriate for measuring 
the outcome in the target study?

Statistical methods 12 Are the statistical methods appropriate and adequately described for vali-
dating the index algorithm?

13 Do the index validation study methods adequately describe and justify the 
estimation of sample size to the desired level of precision? Will the sam-
ple size enable detecting a clinically meaningful difference if comparing 
algorithms?

14 Do the index validation study methods adequately report how confidence 
intervals were estimated?

15 Does the study report on relevant accuracy parameters and data to support 
quantitative bias analysis to assess for misclassification of outcomes 
when applicable?

Limitations of the validation study 16 Are the algorithm limitations, including misclassification of subgroups, 
the impact of missing data, and the possible magnitude, direction, 
and uncertainty of bias (e.g., channeling bias and immortal time bias) 
reported and addressed?

Reference standard 17 Is the reference standard relevant and appropriate to identify the outcome?

18 Was the reference standard independent of the index algorithm?

19 Were the diagnostic thresholds in the reference standard adequately justi-
fied and documented to comprehensively identify the outcome?

20 Did the study describe whether the assessment of the reference standard 
was conducted by a single assessor or more than one assessor?

21 Was the reference standard measured in a consistent manner using 
standardized protocol and criteria for all participants? Was measurement 
error, changes in the measurement method(s) over time, and quality 
control procedures described and adequately justified?
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5 � ACE‑IT

The final items included in the ACE-IT are shown in Table 2. 
The ACE-IT and user guide are shown in Supplementary File 
4 (see the electronic supplementary material). It comprises the 
domains of internal validity (24 items), external validity (seven 
items), and ethical conduct and reporting of the validation 
study (three items). The domain of internal validity includes 
sections on objectives, population, design and setting, data 
sources, reference standard, strengths and limitations, out-
comes, statistical methods, and accuracy. The items refer to 

individual items within each of the respective sections and/
or domains. The external validity domain focuses on assess-
ment of the feasibility and generalizability of re-using the 
algorithm in the target study (i.e., the ischemic stroke target 
study described above in the vignette). The domain on eth-
ics and transparency contains items related to the validation 
study including prespecification of the study protocol, disclo-
sure of funding, and meeting privacy, ethical, and regulatory 
requirements. The excerpt from the validation study followed 
by an example of the assessment by a user are shown in Sup-
plementary File 5. The glossary of terms used throughout the 
document are shown in Supplementary File 6.

Table 2   (continued)

Domain Section Item # Item

Accuracy 22 Are the estimated accuracy parameters (e.g., sensitivity, specificity, PPV, 
and NPV) appropriately justified for the index algorithm validation 
study?

23 Is the prevalence of outcome reported in the validation data source when 
PPV is reported in the validation study?

24 Does the index algorithm validation study report accuracy parameters 
stratified by important variables relevant to its intended use (e.g., 
important subgroups such as age, sex, race/ethnicity, geographic region, 
site [if multi-site study across various databases], disease severity, and 
comorbidities)?

External validity 25 Is the algorithm sufficiently generalizable to the target data source and 
population based on characteristics of the target study data source 
(healthcare delivery or insurance data source, health system character-
istics, population characteristics, time period, prevalence of outcome in 
the target data source)?

26 Is the index validation study location and setting (inpatient, outpatient, 
emergency, and other settings) clearly described and appropriate for 
measuring the outcome in the target population?

27 Is the algorithm sufficiently generalizable to the target data source and 
population based on assessment of measurement error?

28 Is the measurement of outcome consistent within and between validation 
and target data sources?

29 Does the validation study report details on algorithm specifications, 
timeframes including index and study periods, code lists, and develop-
ment history including modifications/updates to enable replication in the 
target data source?

30 Are adequate data available for the selected timeframe, including account-
ing for data lag in measurement of outcomes, in the target data source?

31 Is the index algorithm performance on measures of validity similar to 
results from other data sources?

Ethics and transparency 32 Does the validation study disclose the funding source?

33 Was the validation conducted according to a prespecified protocol, which 
is also registered, and changes to the study documented in a protocol 
amendment?

34 Did the validation study authors adhere to privacy, ethical, and regulatory 
requirements for study conduct?

NPV negative predictive value, PPV positive predictive value
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5.1 � Using the ACE‑IT

To determine whether a full ACE-IT assessment may be 
warranted, the assessors should screen the validation study 
for a clear conceptual definition and the presence of relevant 
accuracy metrics, and a relevant study population. Although 
the specific combination of items will vary, the lack of a 
clear conceptual definition (e.g., there may be no standard 
clinical definition for long coronavirus disease [COVID]), 
absence of reporting of relevant accuracy parameters in the 
validation study necessary for the target study, and valida-
tion in a study population or data source whose findings 
are not generalizable to the target study population or data 
source may preclude the need for a full assessment.

If the preliminary screen indicates that the study meets 
these minimum requirements for the FFP assessment, the 
assessors should identify the key items relevant for their 
FFP assessment a priori before answering the other items in 
the ACE-IT. The assessors should have access to the valida-
tion study results, any supplementary appendices, protocol, 
underlying data sources, and adjudication methods. We rec-
ommend that two assessors with complementary expertise 
evaluate the study independently and consider adjudicating 
any differences. Users of the tool also need sufficient details 

on the target data source and study design to enable adequate 
appraisal of the section on external validity.

6 � Discussion

6.1 � Statement of Principal Findings

The ACE-IT supports a structured, transparent, and flexible 
approach for decision-makers to appraise whether EHR or 
medical claims-based algorithms of safety outcomes are FFP 
to evaluate an outcome in the context of a safety surveil-
lance study. We provide examples and explanations along 
with essential and additional elements to facilitate use of the 
ACE-IT. Understanding the rationale for ratings on the items 
in the tool will improve the ability of users to interpret the 
strengths and weaknesses of the algorithm. A high degree of 
adherence to items included in the ACE-IT likely reflects the 
transparency and credibility of reported algorithms.

The ACE-IT is intended to support and inform an FFP 
assessment of the use of an algorithm by highlighting its 
strengths and limitations for a specific decision context. 
However, assessment of FFP using the ACE-IT cannot sub-
stitute for careful contextual considerations. Although not 
listed as a specific item in the ACE-IT, the ACE-IT encour-
ages the incorporation of contextual considerations into the 
assessment of FFP. In advance of the assessment, the asses-
sors should identify important contextual considerations. At 
the end, the summary assessment should also account for 
any contextual considerations. An example of such contex-
tual considerations could include the broader impact on the 
target patient population, including the reasonably antici-
pated benefits and risks [33]. An example of such considera-
tions may include an assessment of the importance of the 
safety outcome and the expected clinical benefits and risks 
of a drug. The assessment of FFP using the ACE-IT requires 
an examination of both the methods and results of validation. 
The end user can use the ratings, the presence or absence 
of elements, and the rationale provided by an assessment 
of the study, along with other contextual considerations, to 
complete their assessment.

We propose that end users consider the ACE-IT as an aid 
to inform and support a qualitative, rather than a quantita-
tive, approach to FFP assessment of an algorithm. A quan-
titative assessment may be intuitively appealing, but apply-
ing quantitative weights to items of varying and unequal 
importance is methodologically flawed. The user of this tool 
will need to decide how important each item is to justify 
the algorithm’s FFP. As an example, for some target stud-
ies, the user may choose to assign higher importance to the 
similarity of the data sources between the index validation 
study and the target study; for other studies, the user may 

Draft questionnaire (77 questions)

Three round seven member Delphi panel 
consensus (38 items)

Operationalization of ACE-IT by five reviewers 
(on 2 selected ischemic stroke algorithms)

Stakeholder Assessment of tool with sixteen 
participants

Development of user guide including 
essential and optional elements

Final ACE-IT Tool (34 item), user guide,
and essential and optional elements

Review of regulatory guidance & relevant
literature

Scoping review & selection of 8 ischemic 
stroke algorithms

Fig. 1   Overview of development of the ACE-IT tool
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assign the highest importance to the presence of all accuracy 
parameters for bias analysis.

6.2 � Strengths and Limitations

We believe that the structured and transparent approach to 
assessing an algorithm using the ACE-IT may offer some 
advantages to an FFP assessment as compared to the cur-
rently prevailing unstructured approach to decision-making. 
Certain important elements are ignored using an unstruc-
tured approach.

Our tool overcomes some limitations of existing report-
ing checklists for evaluating diagnostic algorithms [2] and 
other checklists for observational studies [5] by including 
unique and important items that allow for the assessment of 
FFP of algorithms for the regulatory decision context. These 
items include item #6, item #7, item #9, item #13, item #15, 
item #16, and item #19 in the internal validity domain in the 
ACE-IT. These items emphasize the need for clearly specify-
ing both the conceptual and operational definition and the 
need for algorithm validation studies to provide sufficient 
data to support quantitative bias analysis and address vari-
ous biases. The items on adequate sample size and power are 
also important. Finally, by including an additional domain 
on external validity, our tool allows the assessment of FFP 
for a decision context. The domain on ethics and reporting in 
the ACE-IT encourages transparency. However, as opposed 
to the objective of the ACE-IT to evaluate whether an algo-
rithm validation study is FFP, the objective of the GRACE 
checklist is broader, with the goal to evaluate the quality 
of observational studies, and validation represents a single 
component of that evaluation.

The development of the ACE-IT should be viewed within 
the larger context of FDA efforts to expand the use of RWE, 
with impetus provided by the 21st Century Cures Act and 
Prescription Drug User Fee Act (PDUFA). Although the 
items in this tool were derived from existing regulatory guid-
ance and other best practice considerations, users should 
consider that using this tool to evaluate algorithm validation 
studies does not obviate the need for being aware and adher-
ing to these best practice considerations [5, 7, 9, 11, 34].

Although our tool was primarily designed for the regu-
latory decision context, other users, such as reviewers of 
articles, may also find this tool useful to evaluate the cred-
ibility and transparency of algorithms and to justify or refute 
an algorithm’s FFP.

Our tool has certain limitations. The selection of a single 
outcome of ischemic stroke and evaluation of a limited set 
of studies may have limited the scope of items that could 
inform the tool. We selected the outcome of ischemic stroke 
before the development of the tool to inform the items for 
the Delphi panel. Although the prior knowledge of ischemic 

stroke as the outcome of interest may have the potential 
to introduce bias, this is likely minimal. We deliberately 
designed the items to be outcome independent, and the items 
in the ACE-IT are intended to be generic. The assessment 
of only two studies by experts may also have the potential 
to introduce bias because these may not be fully representa-
tive of the spectrum of included studies. Future reliability 
and validity testing on other effectiveness and safety out-
comes, covariates, or cohorts may result in refinement to 
the ACE-IT.

Another limitation was the small size of our Delphi panel. 
However, the panel had sufficient expertise with diverse per-
spectives. The definition of consensus is somewhat arbitrary 
with no clear guidance and is context dependent. We did not 
report on measures of inter-rater reliability because we antic-
ipated such differences. Quantitative measures of inter-rater 
reliability may not be as helpful as understanding the differ-
ences in ratings and the rationale for their ratings. These dif-
ferences resulted in further clarification of the items. Some 
assessors noted that a substantial amount of time was needed 
to complete the assessment.

Another limitation was the inability to assess validity due 
to the limitations of study reporting versus the design and 
conduct of the algorithm validation study. However, this rep-
resents a limitation of the algorithm validation study rather 
than the ACE-IT and can be construed as a strength. The tool 
could stimulate future validation studies to improve their 
reporting of items in the ACE-IT. It is possible that some 
studies may not have reported all relevant details (e.g., data 
sources) due to limitations on word counts in manuscripts. 
Assessors should attempt to gather all relevant references 
when applicable. The availability of online supplements 
should make it easier for future algorithm validation studies 
to address this limitation (Fig. 1).

6.3 � Future Research

Future studies should explore whether one can arrive at an 
overall FFP assessment using the ACE-IT after accounting 
for careful contextual considerations. It would be important 
to explore whether such an assessment can be used to cat-
egorize studies as being FFP based on levels of certainty, 
for example, as either optimal, sufficient, or probable [9]. 
We developed the tool using an example of claims-based 
algorithms for a safety endpoint for ischemic stroke; how-
ever, the goal is for the tool to be used more broadly across 
other therapeutic areas. We should also explore whether the 
ACE-IT needs to be modified to evaluate algorithms for 
outcomes across other therapeutic areas and for different 
contexts of use or types of studies, such as effectiveness out-
come measures for external control arms or predictive vali-
dation for surrogate outcomes. Studies should also explore 
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the performance of assessment of algorithms by the ACE-IT 
versus those of expert assessments, other external standards, 
or correlation or prediction with events.

7 � Conclusions

The ACE-IT supports a structured, transparent, and flexible 
approach for decision-makers to appraise whether EHR or 
medical claims-based algorithms for safety outcomes are 
FFP. Reliability and validity testing using a larger sample 
of participants in other therapeutic areas and further modi-
fications to reduce the time needed to complete the assess-
ment are needed to fully evaluate its utility for regulatory 
decision-making.
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