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ABSTRACT

Introduction: The use of artificial intelligence
(AI) as a diagnostic and decision-support tool is
increasing in dermatology. The accuracy of
image-based AI tools is incumbent on images in
training sets, which requires patient consent for
sharing. This study aims to understand indi-
viduals’ willingness to share their images for AI
and variables that influence willingness.
Methods: In an online survey administered via
Amazon Mechanical Turk, sketches of the hand,
face, and genitalia assigned to two use cases

employing AI (research vs. personal medical
care) were shown. Participants rated willingness
to share the image on a 7-point Likert scale.
Results: Of the 1010 participants, individuals
were most willing to share images of their hands
(81.2%), face (70.3%), and lastly genitals (male:
56.8%, female: 46.7%). Individuals were more
willing to share for personal care versus research
(OR 0.77 [95% CI 0.69–0.86]). Willingness to
share was higher among males, participants
with higher education, tech-savvy participants,
and frequent social media users. Most partici-
pants were willing to share images if offered
monetary compensation, with face images
requiring the highest payment (mean $18.25,
SD 20.05). Only 38.7% of individuals refused
image sharing regardless of any monetary
compensation, with the majority of this group
unwilling to share images of the genitals.
Conclusions: This study demonstrates overall
public support for sharing images to AI-based
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tools in dermatology, with influencing factors
including image type, context, education level,
technology comfort, social media use, and
monetary compensation.

Keywords: Artificial intelligence; General
dermatology; Survey; Clinical research

Key Summary Points

Accuracy of image-based artificial
intelligence (AI) tools in dermatology is
incumbent on recruiting patient images
for training sets.

This study aimed to investigate
individuals’ perceptions towards sharing
their images for AI in dermatology.

Willingness to share images for AI is
influenced by several factors, including
image location, purpose, education level,
comfort with technology, frequency of
social media use, and amount of monetary
compensation.

Further research is needed to understand
how to create equitable and representative
datasets for AI in dermatology.

INTRODUCTION

Artificial intelligence (AI) is a growing tool in
medicine defined by the process of applying
automation to intelligent behavior, thereby
identifying patterns and making predictions [1].
AI has diverse applications in medicine,
including enhanced diagnostics, risk prediction,
personalized treatment, telemedicine, and
optimizing workflow [2]. In addition, the use of
AI as an adjuvant tool has the power to expand
access to healthcare support in rural or under-
served areas [3]. There has also been growing
public popularity of online AI-powered chat-
bots, such as ChatGPT and Google Bard, which
analyze text or images inputted by users and
generate human-like responses, including

medical recommendations [4]. As AI becomes
prevalent in both the medical field and general
public, it is important to understand how
receptive patients are to using AI and its value as
an enhancement to physician care [5–7].

As a visually oriented medical specialty,
dermatology presents a unique opportunity for
the integration of image-based diagnosis using
AI, which has demonstrated pattern recognition
capabilities across various image types in der-
matology, including clinical, dermoscopic, and
histopathologic images [8]. The diagnostic
accuracy of image-based AI has been shown to
be comparable to evaluation by a board-certified
dermatologist when tested independently. Fur-
thermore, some studies have demonstrated that
integrating image-based AI into an assessment
by a dermatologist can augment overall accu-
racy compared to either group alone [9, 10].

Development of accurate AI-based tools in
dermatology requires training by large datasets
of images that capture a representative cross-
section of diagnoses in patients with varying
skin tones and lesion locations [5]. Existing
training datasets predominately consist of
White patient images, limiting the representa-
tiveness of the true patient population [11].
Additionally, skin conditions presenting in
sensitive anatomic sites (e.g., face and genital
areas) are often underrepresented or absent
from datasets [12].

Building representative datasets relies on
patients’ consent to contribute their clinical
images to AI. Previous studies examining factors
influencing public attitudes towards sharing
electronic health information found that par-
ticipants most value the specific purpose or
context in which their information will be used.
In studies looking at willingness to share
genetic data, participants were less likely to
share if their data were identifiable [13, 14].
Currently, there is limited data on public atti-
tudes regarding sharing clinical images specifi-
cally for AI. This study aims to understand
individuals’ perceptions towards sharing their
images for AI and to determine how willingness
to share images is affected by image sensitivity,
context, demographics, comfort with technol-
ogy, and monetary compensation.
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METHODS

This cross-sectional survey study was adminis-
tered online to a convenience sample of adult
US respondents via Amazon Mechanical Turk.
Amazon Mechanical Turk is a crowdsourcing
platform that outsources online tasks to workers
with predetermined qualifications for compen-
sation. Participants were required to
be C 18 years of age and English-speaking to
complete the survey [15]. Sketches of body parts
(hand, face, and either male or female genitalia)
were distributed based on participants’ selected
gender and assigned to two use cases employing
an AI-based tool: research or personal health-
care. Participants selected their willingness to
share based on the body part and specific con-
text on a 7-point Likert scale (1 = not willing,
4 = neutral, 7 = very willing). Participants who
selected neutral or below were then prompted
to select an amount of compensation, if any,
that would make them willing to share ($5–$50
with the option to select ‘‘No amount of
money’’). Participants were asked to rate their
levels of technology savviness using the vali-
dated Sudzina measure of tech savviness [16].
Participants were also asked to rate their com-
fort level using common technologies including
smartphone, laptop, email, and social media.
Finally, participants were asked to select how
frequently they share personal images on social
media (Supplementary Material).

Continuous variables were summarized
using averages and standard deviations, while
categorical variables were summarized using
counts and percentages. Unpaired t-tests were
employed to test associations. A linear regres-
sion model was computed to assess correlations.
All analyses were performed using JASP version
0.14.1, and two-sided p values\0.05 were
deemed statistically significant.

Study approval was received from the Mass
General Brigham Institutional Review Board
(protocol number: 2022P000911). Ethics com-
mittee approval was not required. The study was
performed in accordance with the Helsinki
Declaration of 1964 and its later amendments.
All subjects provided informed consent to par-
ticipate in the study.

RESULTS

Of the 1010 completed responses (99.7% com-
pletion rate), respondents had a mean age of 36.5
years (SD 12.12; range 18–79), were 55.7% male
(n = 563), and were 76.1% White (n = 769). Most
respondents were employed (n = 851, 84.3%) and
had a college or post-college education (n = 854,
84.6%), Table 1.

Overall, participants were most willing to
share images of their hands (81.2%) and face
(70.3%) and least willing to share images of
genitals (male: 56.8%, female: 46.7%). In terms
of context of AI, participants were more willing
to share images for personal medical care rather
than for research purposes for the face (mean
difference: 0.38, 95% CI [0.22, 0.54]) and male
genitals (mean difference: 0.37, 95% CI [0.13,
0.60]) (Table 2).

Among participants who were neutral or
unwilling to share, 38.7% of individuals would
not share images regardless of any monetary
compensation, with the largest proportion
unwilling to share images of their genitalia. The
image that respondents required the highest
amount of compensation to share was the face
(mean $18.25, SD 20.05) and the lowest was for
the female genitals (mean $14.86, SD 21.14).

Odds ratios (ORs) were used to assess whe-
ther participants’ willingness was modified by
demographics, comfort with technology, and
social media use (Table 3). Compared to males,
females were overall less willing to share their
images (OR 0.81 95% Cl [0.73–0.91]). Individ-
uals with college or post-college education were
overall more willing to share images (OR 1.5
[95% Cl 1.30–1.74]). Individuals who perceived
themselves as tech savvy and believed others
considered them as tech savvy were more will-
ing to share images (OR 1.74 95% Cl
[1.55–1.95], OR 1.94 95% Cl [1.74–2.18],
respectively). Respondents who share images on
social media at least monthly were also more
willing to share images (OR 1.82 95% Cl
[1.63–2.03]). No significant differences in will-
ingness to share were observed by age groups
(18–35 years vs. 36 ? years) or race.

Dermatol Ther (Heidelb) (2023) 13:2895–2902 2897



DISCUSSION

As AI technology continues to play an active
role as an adjuvant to medical diagnostics and
decision-making, it is imperative to understand
public perceptions and willingness to take part
in the development and use of these tools. To
our knowledge, this is the first study investi-
gating public attitudes towards image sharing
for medical AI.

Our study demonstrates overall public sup-
port for sharing images to AI-based tools in
dermatology, with some variation based on
image sensitivity, context, demographics, and
comfort with technology. Both image sensitiv-
ity and context affected participants’ willing-
ness to share. Individuals are more willing to
share images of their hands versus their face and
genitalia, indicating that more recognizable and
sensitive images impact preferences. This pat-
tern is also reproduced in the context of mon-
etary compensation; the largest proportion of
unwillingness to share despite monetary com-
pensation was for genital images. While will-
ingness to share hand images was largely not
affected by context of AI, individuals were more
likely to share face and genitalia images for
personal healthcare over research, suggesting
that the purpose of imaging sharing for AI may
be more important when evaluating sensitive
images.

Participants’ demographics also influenced
their willingness to share. Those with higher
education levels, who perceive themselves to be
tech savvy, and who regularly share images of
themselves on social media were more willing
to share their images for AI, suggesting that
those with an understanding of potential
advantages of AI or a baseline willingness to
share personal information online may have
greater willingness to share. Although we did
not identify consistent differences in willing-
ness to share by age group and race, these
results suggest that those who do not under-
stand the risks and benefits (e.g., those with less
education, less comfort with technology,
underserved populations) may be more reluc-
tant to contribute to the development of AI

Table 1 Participant demographics

Participant emographics n

Total number of participants 1010

Age Mean – SD

Mean age 36.47 ± 12.12

n (%)

Gender

Male 563 (55.7)

Female 428 (42.4)

Prefer not to answer 19 (1.9)

Race/ethnicity

White/Caucasian 769 (76.1)

Black or African American 39 (3.9)

Asian 136 (13.5)

American Indian, Alaska Native, Indigenous 8 (0.8)

Pacific Islander/Native Hawaiian 2 (0.2)

South Asian 10 (1.0)

Hispanic 32 (3.2)

Other/Prefer not to answer 14 (1.4)

Employment Status

Employed 851 (84.3)

Student 40 (4.0)

Retired 40 (4.0)

Not currently employed 68 (6.7)

Prefer not to answer 11 (1.1)

Education

Some high school (secondary school) 12 (1.2)

High school (secondary school) graduate 139 (13.8)

College (university) graduate 641 (63.5)

Post-college (university) graduate 213 (21.1)

Prefer not to answer 5 (0.5)
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tools. It is important to consider the impact this
may have on diversity of data sets [17, 18].

AI-based tools in dermatology have the
potential to enhance patient care across several
domains. In addition to improving the accuracy
and efficiency of diagnoses, AI can serve as a
decision support system for dermatologists by
providing workup and treatment options based
on patient data. By automating administrative
tasks, AI can streamline workflow in clinical
settings and reduce administrative burden on
providers and clinical staff [19, 20]. Another
major advantage of AI lies in its ability to con-
tinuously learn and stay up-to-date with the
latest medical knowledge, leading to ongoing
improvement in supporting dermatologists.
Future potential for AI in dermatology includes
personalized treatment plans tailored to each
patient’s history and presentation, discovering
clinical patterns in diseases, assessing risk of
disease development and proactively suggesting
appropriate screening measures, accelerating
drug development, and empowering patients by
providing them with real-time insights into
their health [21, 22].

At present, one weakness of image-based AI
is inadequate representation of the diversity of
real-life patient populations in training datasets.
While our study provided insights into factors

influencing public hesitations towards image
sharing for AI, future studies are necessary to
explore potential solutions that encourage
patient participation in contributing to the
development of more representative AI datasets.
Other weaknesses of image-based AI include
limited integration of patient history into image
analysis, limited data sharing between institu-
tions, variability in image quality, and a lack of
a standardized protocol for recruiting patient
images for AI [12, 21].

Previous studies have investigated patient
perspectives regarding image sharing for
another increasingly popular medical technol-
ogy: teledermatology [23, 24]. While some
teledermatology may incorporate AI to enhance
decision-making support, not all teledermatol-
ogy services use AI [21]. It is important to rec-
ognize that teledermatology and AI are two
distinct entities, and patients who use teleder-
matology are sharing images for their own
diagnosis and evaluation. As suggested in our
results, sharing images for personal use was
considered more acceptable than for research
purposes. Future work must evaluate evolution
in perspectives of image sharing in the post-
pandemic era.

These results must be interpreted in the
context of our study design, which was limited

Table 2 Average willingness to share by image type for personal care versus research

Body
location

Personal care Research Unpaired t-test

Number of
participants willing
to
share imagesa, n (%)

Average Likert
scale score

Number of
participants willing
to
share imagesa, n (%)

Average Likert
scale score

Mean
difference
[95% CI]

p Value

Hand 830 (82.2%) 5.77 ± 1.46 811 (80.3%) 5.67 ± 1.51 0.10

[Reference]

0.138

Face 750 (74.3%) 5.31 ± 1.69 671 (66.4%) 4.93 ± 1.90 0.38

[0.22–0.54]

0.003

Male

genital

343 (59.7%) 4.56 ± 1.97 310 (53.9%) 4.19 ± 2.16 0.37

[0.13–0.60]

\ 0.0001

Female

genital

225 (51.6%) 4.06 ± 2.17 182 (41.7%) 3.72 ± 2.26 0.34

[0.05–0.64]

0.023

7-Point Likert scale (1 = not willing, 4 = neutral, 7 = very willing)
aWilling = Likert scale score[ 4
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by a study population that was predominantly
male, Caucasian, more educated, and familiar

with technology. Additionally, the use of sket-
ches may invoke a different response compared
to seeing photographs of body parts and may
influence willingness to share. Our study did
not evaluate other image types utilized by AI in
dermatology, including dermoscopic and con-
focal images. While we were able to develop
conclusions based on our survey, we were
unable to determine participant understanding
and there are likely more modifiers that would
affect participant willingness to share images.
Further efforts are necessary to replicate these
results in a more diverse study population with
greater variation in socioeconomic status, race,
and familiarity with technology.

CONCLUSIONS

As image-based AI technology becomes
increasingly integrated into healthcare, it is
crucial to address public concerns and factors
influencing image sharing. Our study demon-
strated differences in willingness to share ima-
ges based on sensitivity of images, context of AI,
and demographics, which provide insight into
current challenges related to dataset diversity
and data-sharing protocols. Given that the
development of accurate AI tools in dermatol-
ogy is dependent on patients contributing their
clinical images, monetary compensation may
be warranted to incentivize patient participa-
tion [25]. In addition, implementing standard
security measures to protect patient data and
privacy, while ensuring patient understanding
of risks and benefits of their participation, is
vital in facilitating image sharing for AI [26].
Ultimately, addressing public attitudes is not
only essential for the equitable development of
AI-based tools but also crucial for fostering
patient trust and engagement with AI in
healthcare.
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