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In the original article cited above, it is claimed that maximum likelihood
estimators (MLEs) have been obtained. Unfortunately, the proof of this
statement is not correct and the proposed estimators will not be MLEs.

However, our estimator of Σ satisfies

nΣ = (X−ABΣC)(X−ABΣC)′, (1)

ABΣC = A(A′Σ−1A)−A′Σ−1XC′(CC′)−C.

Therefore, given (1), all the results presented in the article are correct. In
the following, we motivate that (1) is a reasonable basis for estimating Σ.

The space of interest can be decomposed as

R
p ⊗ R

n = CΣ(A)⊗ C(C′)� R
p ⊗ C(C′)⊥ � CΣ(A)⊥ ⊗ C(C′),

where Rp (Rn) represent the whole space, CΣ(•) denotes column vector space
with inner product defined via Σ−1, C(•) if the standard inner product is
used, ⊗ denotes the tensor product of linear spaces and � represents the
orthogonal sum of linear spaces. The decomposition is illustrated in Fig. 1.

The estimation of the mean ABC is performed through projection of
the data on the subspace CΣ(A) ⊗ C(C′). The subspace of R

p ⊗ C(C′)⊥

and CΣ(A)⊥ ⊗ C(C′) are the spaces where residuals are constructed via
projections, i.e.

R1 = X(I−PC′), PC′ = C′(CC′)−C,
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Figure 1: Decomposition of the tensor space of interest

R2 = (I−PA,Σ)XPC′ PA,Σ = A(A′Σ−1A)−A′Σ−1.

By squaring the residuals a measure of variation can be obtained:

R1R
′
1 +R2R

′
2 = (X−ABΣC)(X−ABΣC)′, (2)

which summarizes most of the variation in the data. Thus, the following
estimating equation is proposed,

nΣ = R1R
′
1 +R2R

′
2 (3)

which is identical to (1). We may note that E[R1R
′
1 + R2R

′
2] = nΣ. In

the bilinear model (growth curve model), MANOVA model or Anova model,
due to normality the variance is estimated through the residual space, i.e.
(2), is identical to the maximum likelihood estimator. It turns out that in a
special case we can show that the maximum likelihood estimator of Σ in the
two-step method will be different from the one we have proposed since there
is variation in the mean space CΣ(A) ⊗ C(C′), due to that A is a function
of Σ, which has been neglected.

It is argued that our estimator, satisfying (1), is only based on the resid-
ual space, which is reasonable. Besides this, the numerical results presented
in the article have also supported that our estimators works well.
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