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BACKGROUND:A run-in phase is often employed prior to
randomization in a clinical trial to exclude non-adherent
patients, placebo responders, active drug non-
responders, or patients who do not tolerate the active
drug. This may impact the generalizability of trial results.
OBJECTIVE: To determine if clinical outcomes differed
between randomized controlled trials with run-in phases
compared with randomized controlled trials of the same
medication without run-in phases.
DESIGN, PARTICIPANTS: From 2006 to 2014, the Food
andDrug Administration approved 258 newmedications.
Sitaglitpin, saxagliptin, linagliptin, and alogliptin were
among the only drugs with a common mechanism of ac-
tion that each had multiple clinical trials, some of which
had run-in phases and some of which did not. We identi-
fied all published randomized controlled trials for these
four medications fromMEDLINE and EMBASE as well as
prior systematic reviews.
MAIN MEASURES: We extracted key measures of medi-
cation efficacy (reduction in hemoglobin A1C) and safety
(serious adverse events) from qualifying trials. Study re-
sults were pooled for each medication using random ef-
fects meta-analysis.
KEY RESULTS: We identified 106 qualifying trials for
DPP4 inhibitors, of which 88 had run-in phases and 18
did not. The average run-in phase duration was 4.0 weeks
(range 1–21), and 73% of run-in phases administered pla-
cebo rather than active drug. The reduction in hemoglobin
A1C compared to baseline was similar for trials with and
without run-in phases (0.70%, 95% confidence interval
[CI] 0.65–0.75 vs 0.76%, 95% CI 0.69–0.84, p = 0.27).
The proportion of patients with serious adverse events
was also similar for trials with and without run-in phases
(4%, 95% CI: 3–5% vs 3%, 95% CI: 1–4%, p =0.35).
CONCLUSION: Trials with run-in phases provided similar
estimates for medication efficacy and safety compared to
trials without run-in phases. Because run-in phases are
costly and time-consuming, these results call their utility
into question for clinical trials of short duration.
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R andomized controlled trials (RCTs) remain the gold stan-
dard for assessing medication safety and efficacy.1,2

Some RCTs include a pre-randomization run-in period, often
justified as a way of preserving internal validity.3 The run-in
phase involves administration of a drug or placebo and gen-
erally serves to exclude non-adherent patients, placebo re-
sponders, active drug non-responders, or patients who do not
tolerate the active drug.3,4 Run-in phases can identify patients
who are more likely to adhere to medications, which could
improve the efficiency and statistical power of the subsequent
trial.5,6

However, run-in phases are expensive, time-consuming,
and may reduce the generalizability of the trial results.5,6

There is little published evidence on their contribution to
the clinical trial enterprise, and few analyses have focused
on run-in phases specifically.3 In one notable example,
investigators examined two trials of the impact of primary
prophylaxis with aspirin on the rate of myocardial infarc-
tion. In the Physicians’ Health Study, which was conduct-
ed with a run-in phase, primary prophylaxis with aspirin
was found to decrease the rate of myocardial infarction
(relative risk, 0.56; 95% confidence interval [CI] 0.45–
0.70).7 By contrast, in the British Physicians’ Study,
which was conducted without a run-in, the relative risk
was 0.97 (95% CI, 0.73–1.24).8

The inclusion of run-in phases in clinical trials has impor-
tant implications for the trials’ outcomes. The Food and Drug
Administration (FDA) assesses new medications by weighing
the benefits and risks demonstrated in the pivotal clinical
trials.9 If trials with run-in phases lead to highly selected
patient populations, this could result in overestimates of a
drug’s benefits and underestimates of its harms relative to
trials without run-in phases. Understanding the effect of run-
in phases could therefore aid regulatory evaluation of new
drugs and may help the FDA decide whether to request
heightened post-marketing surveillance or additional post-
approval studies for medications approved based on RCTs
with run-in phases. Conversely, if trials with run-in phases
provide similar results to trials without run-in phases, then the
value of run-ins might be questioned. We identified a class of
drugs that has been widely studied both with and without run-
in phases and assessed for differences in the observed benefits
and harms reported in those trials.
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METHODS

Data sources

To identify an experimental setting for our study, we system-
atically reviewed new drugs and biologics approved between
2006 and 2014 using the publicly available FDA Approved
Drug Products database.10 We then determined which of these
drugs had been evaluated by clinical trials with and without
run-in phases using a two-step process. First, we reviewed the
Clinical Studies section of each drug’s FDA summary basis of
approval document.10 Second, we searchedMEDLINE to find
RCTs involving the drug and read the methods section and
appendix of each retrieved trial. Less than 5% of the 258
medications we reviewed had a combination of trials with
and without run-in phases. Sitagliptin (approved in 2006),
saxagliptin (2009), linagliptin (2011), and alogliptin (2013),
all of which are dipeptidyl peptidase-4 (DPP4) inhibitors used
for the treatment of type 2 diabetes mellitus, were some of the
few medications that had multiple clinical trials with and
without run-in phases.
To identify relevant RCTs relating to these DPP4 inhibi-

tors, we compared our list of trials to the references from
published meta-analyses for each drug.We then conducted a
systematic review of MEDLINE and EMBASE to identify
trials published after the meta-analyses (January 2015
through October 2016). Our search term was the medica-
tion’s name as a MeSH heading and we limited our results to
randomized controlled trials. We included only trials with a
primary endpoint of change in hemoglobin A1C. We ex-
cluded phase 1, phase 2, and post-hoc studies as well articles
not written in English. We also excluded conference ab-
stracts, because we required detailed data on patient demo-
graphics, study design, and trial results.

Data extraction

An initial data collection tool was piloted and revised using ten
articles. The following categories of data were extracted from
each article independently by two investigators (MF, AA):
study design, trial-level data, patient-level data, run-in phase
characteristics, and trial results. Differences were resolved by
consensus.
Study design data included blinding, concealment, method

of analysis (e.g., intention-to-treat), and duration of follow-up.
Trial-level data included number of patients screened for in-
clusion, number of patients included, and the number of
patients who completed the trial. Patient-level data included
age, sex, weight, baseline hemoglobin A1C, use of other
diabetes medications, and use of insulin. Run-in phase char-
acteristics included run-in product (e.g., drug, placebo), dura-
tion of run-in phase, word used to describe the run-in phase
(e.g., run-in, lead-in), and reasons for exclusion during or after
the run-in phase. Trial results included drop-out rate, measures
of drug efficacy, and measures of drug safety. Our measure of
drug efficacy was the reduction in hemoglobinA1C at the time
of the study’s primary assessment (the FDA’s standard

measure of drug efficacy for diabetes medications), as com-
pared with the patient’s baseline/pre-trial hemoglobin A1C.
Drug safety data included hypoglycemia, severe hypoglyce-
mia, frequency of the most common adverse event reported,
and serious adverse events.

Statistical analysis

The primary analysis compared reported drug efficacy and
safety for studies with run-in phases compared to studies
without run-in phases. Efficacy results from each trial for each
drug were pooled individually using a random-effects meta-
analysis model.11 This provided point estimates and 95% CIs
for the reduction in hemoglobin A1C reported for each DPP4
inhibitor. For drug safety, the proportion of patients experienc-
ing a serious adverse event, hypoglycemia, and the most
common adverse event in trials with run-in phases compared
to trials without run-in phases were meta-analyzed using the
Clopper-Pearson interval to provide exact 95% CIs.12

To identify study-level predictors for the evaluated efficacy
and safety endpoints, meta-regression was performed using
the following variables (selected a priori): duration of the
primary endpoint, baseline hemoglobin A1C, inclusion of a
run-in phase, mean age, and percentage of male patients.
Descriptive statistics were used to characterize patient-level

characteristics, study-level characteristics, and trial-level char-
acteristics. Categorical data were compared with chi-square
test, and continuous data were compared with the student t test
with unequal variance. Statistical analyses were performed
using Stata IC version 14.2 (StataCorp LP, College Station,
Texas).

Patient involvement

Patients were not involved in the design or implementation of
our study.

Role of the funding source

The funding sources had no role in the study design; the
collection, analysis, and interpretation of data; the writing of
the report; and the decision to submit the paper for publication.

RESULTS

We identified 106 randomized trials of DPP4 inhibitors, 88
with run-in phases and 18 without run-in phases. Characteris-
tics of patients enrolled and randomized in trials with or
without run-in phases were similar (Table 1). Demographic
characteristics of patients who entered the run-in phases, but
were excluded and not randomized, were not reported in the
manuscripts or appendices of any article. Trials with run-in
phases were more likely to be double-blind and to have
concealed allocation. They also screened about twice as many
patients for inclusion compared to trials without run-in phases
(Table 1). The percentage of patients completing trials with or
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without run-in phases did not differ on average (86%, standard
deviation [SD] 11% vs. 89%, SD 9%; p = 0.12).
The mean duration of a run-in phase was 4.0 weeks (range

1–21). Most run-in phases (74%) administered placebo rather
than active drug and 9% of run-in phases administered neither
(Table 2). Of the studies that administered active drug, the
most common medication administered was metformin, not a
DPP4 inhibitor. About two-thirds of studies used the word
“run-in” in describing their methods, while the remaining
either used other terminology (e.g., “lead-in”), or did not

explicitly label that phase of the study. The reasons why
patients were excluded during or after run-in phases were not
reported in 84% of studies (Table 2), including in the supple-
mentary documents and appendices.

Drug efficacy

As demonstrated in Table 3, the reduction in hemoglobin
A1C at the primary endpoint for a given medication was
similar for trials with run-in phases compared to trials with-
out run-in phases (e.g., for linagliptin: 0.67, 95% CI 0.53–
0.81 vs 0.64, 95% CI 0.40–0.89; p = 0.88). When trial re-
sults for all drugs were pooled, the overall reduction in
hemoglobin A1Cwas also similar for trials with and without
run-in phases (0.70, 95% CI 0.65–0.75 vs 0.76, 95% CI
0.69–0.84; p = 0.27).
Meta-regression, performed to identify factors associ-

ated with reduction in hemoglobin A1C, confirmed that
the inclusion of run-in phases did not explain differ-
ences in reductions in hemoglobin A1C. The inclusion
of run-in phases was associated with observed reduc-
tions in hemoglobin A1C virtually identical to that ob-
served in trials with no run-in phase (a difference of
0.09%, 95% CI − 0.03, 0.21). The percentage of patients
in the trial that were male and the baseline hemoglobin
A1C had larger effects on the reduction in hemoglobin
A1C.

Drug safety

The proportion of patients with serious adverse events was
nearly identical for trials with run-in phases compared to trials
without run-in phases (4%, 95% CI 3–5% vs 3%, 95% CI 1–
4%; p = 0.35; see Table 4). Similar results were also observed
for rates of hypoglycemia, and the reported frequency of the
most common adverse event. Results for severe hypoglycemia
could not be analyzed, because the outcome was too rare to
quantify. Meta-regression confirmed that the inclusion of run-
in phases did not explain differences in the observed propor-
tions of patients with hypoglycemia, as the inclusion of run-in
phases was associated with an observed proportion of patients
experiencing hypoglycemia very similar in trials with run-in
phases (− 0.01%, 95% CI − 0.06, 0.04) and trials without run-
in phases (Table 5).

Table 1 Trial and patient-level characteristics

Run-in
(N = 88)

No run-in
(N = 18)

p

Age in years, mean (SD) 56.6
(4.9)

56.0 (5.9) 0.70

Percent male sex, mean (SD) 54 (10) 62 (8) < 0.01
Percent Caucasian race, mean
(SD)

66 (18) 61 (34) 0.72

Baseline weight in kg, mean
(SD)

80.4
(9.3)

78.5
(11.8)

0.59

Baseline hemoglobin A1C,
mean (SD)

8.2%
(0.5)

8.3% (1.2) 0.55

Trials including patients on
insulin, %

6 0 0.30

No. of weeks for assessment of
primary endpoint, mean (SD)

27 (2.0) 20 (2.4) 0.03

Patients assessed for trial, mean
(SD)

1212
(988)

684 (706) 0.03

Patients randomized, mean
(SD)

582
(408)

385 (354) 0.047

Percent of patients completing
trial, mean (SD)

86 (11) 89 (9) 0.12

Double-blind trials, % 98 33 < 0.01
Trials with concealed
allocation, %

56 28 0.052

Trials reporting serious adverse
events, %

97 78 < 0.01

Trials reporting severe
hypoglycemia, %

98 78 < 0.01

SD standard deviation, kg kilogram

Table 2 Characteristics of run-in phases (N = 88)

Mean run-in duration, weeks 4.0 (SD 3.9; range 1–21)
Intervention administered during run-in phase
Placebo 47 (54%)
Placebo plus exercise 17 (19%)
Drug 7 (8%)
Drug plus exercise or diet 8 (9%)
Diet or exercise 8 (9%)
Unknown 1 (1%)
Word used to describe run-in phase
“Run-in” 66%
“Lead-in” 20%
“Screening” 9%
“Washout” 3%
“Open-label” 1%
Most common reason for exclusion after run-in
Not reported 84%
Withdrew consent 8%
No longer met study criteria 6%
Poor adherence 0%
Adverse event < 1%

SD standard deviation

Table 3 Reduction in hemoglobin A1C within clinical trials of study
drugs

Run-in No run-in p

Alogliptin 0.68 (95% CI 0.56–
0.81)

1.16 (95% CI 0.26–
2.58)

0.08

Linagliptin 0.67 (95%CI 0.53–
0.81)

0.64 (95% CI 0.40–
0.89)

0.88

Saxagliptin 0.74 (95% CI 0.62–
0.87)

0.84 (95% CI 0.46–
1.23)

0.63

Sitagliptin 0.70 (95% CI 0.65–
0.76)

0.78 (95% CI 0.71–
0.85)

0.19

Overall 0.70 (95% CI 0.65–
0.75)

0.76 (95% CI 0.69–
0.84)

0.27
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DISCUSSION

Our review of DPP4 inhibitors showed that trials with run-in
phases provided results in terms of efficacy, safety, and the
percentage of patients completing the trial that were nearly
identical to those seen in trials without run-in phases. These
findings differ from the conventional wisdom—supported by
past studies3–6 and textbooks13,14—that run-in phases improve
efficiency and potentially statistical power, by improving rates
of medication adherence and study completion.
The purported benefits of run-in phases, which can also be

found in guidance documents from the FDA,15 often cite the
contrasting results of the British Physicians’ Study and the
Physicians’ Health Study, one of the first RCTs to include a
run-in phase.7 However, the observed difference in the studies’
main findings could be explained by different baseline risk of
myocardial infarction among patients enrolled in the

Physicians’ Health Study—not the existence, or lack thereof,
of a run-in phase. Results from our study also support the
conclusion that baseline risk, rather than the inclusion of a run-
in phase, is likely to be a more important determinant in
differences of observed drug efficacy. Specifically, a patient’s
baseline hemoglobin A1C, a marker of disease severity, and
the percentage of male patients enrolled were two particularly
important study-level characteristics associated with estimated
differences in hemoglobin A1C reduction. Conversely, the
inclusion of run-in phases was associated with an estimated
reduction in hemoglobin A1C (0.09%), hardly different from
that observed in trials with no run-in phase. Considering a
clinically meaningful change in hemoglobin A1C is about 1 to
2%, these data indicate that including a run-in phase does not
have a clinically meaningful impact on the reported change in
hemoglobin A1C.

These results may renew the debate on the advisability of
run-in phases, which are often justified based on their potential
to “weed out” patients who would not adhere well to the
regimen being tested. If run-in phases did eliminate study
subjects who poorly tolerated the experimental drug, it would
raise the question of whether the increased internal validity in
assessing a drug’s biologic effect that is achieved through their
exclusion is worth the loss of generalizability concerning how
the drug would actually perform in the “real-world” if many
patients stopped taking it because of adverse effects. Run-ins
may be inadvisable, in particular for shorter RCTs, because
they are time and resource intensive and do not appear to affect
the study’s results.
We found no differences in the effect estimates for drug

safety outcomes between the trials with or without run-in
phases. This was true regardless of the class (e.g., serious
adverse event) or type (e.g., hypoglycemia) of adverse event
reported. Notably, recent RCTs of other medications with run-
in phases16–18 have reported rates of adverse events that some
have speculated are artificially low.19–22 For example, in
PARADIGM-HF, patients were randomized to receive a
neprilysin inhibitor (LCZ696) or enalapril after they complet-
ed three phases: a screening period, a run-in phase with
enalapril, and then a run-in phase with LCZ696.16 The authors
stated that the multiple run-in phases were intended to “ensure
an acceptable side-effect profile of the study drugs.”16 Of the
10,513 patients who entered the run-in phase, 1138 (11%)
were excluded due to an adverse event.16 Some have argued
that the rates of adverse events reported in PARADIGM-HF
therefore underestimated the actual risks that might be expect-
ed of neprilysin inhibitors among “real-world” patients after
FDA approval.19–21,23

Our study has several limitations. We assessed the im-
pact of run-in phases within a single class of medications,
and thus our results might not be generalizable to other
classes of medications. Of the 106 studies we identified,
only 18 did not have a run-in phase. Thus, we may have
been underpowered to detect the impact of run-in phases.
In addition, most run-in phases for DPP4 inhibitors

Table 4 Proportion of patients with adverse events

Proportion of patients

Hypoglycemia (non-severe)
Non run-in 3% (95% CI 2–5%) p = 0.40
Run-in 4% (95% CI 3–5%)
Most common adverse event
Non run-in 7% (95% CI 4–9%) p = 0.08
Run-in 9% (95% CI 8–11%)
Serious adverse event
Non run-in 3% (95% CI 1–4%) p = 0.35
Run-in 4% (95% CI 3–5%)

CI confidence interval

Table 5 Meta-regression of study-level characteristics on the
primary outcomes

Reduction in A1C for a given
study characteristic

Run-in
design

0.09 (95% CI −
0.03, 0.21)

Mean age − 0.01 (95% CI −
0.021,− 0.001)

Percentage
male

0.63 (95% CI 0.1,
1.2)

Baseline
A1C

0.26 (95% CI 0.17,
0.35)

Duration of
trial

− 0.001 (95% CI −
0.004, 0.001)

Proportion of patients with
hypoglycemia

Run-in
design

− 0.01 (95% CI −
0.06, 0.04)

Mean age 0.008 (95% CI
0.003, 0.012)

Percentage
male

0.050 (95% CI −
0.18, 0.27)

Baseline
A1C

0.050 (95% CI
0.01, 0.08)

Duration of
trial

0.001 (95% CI −
0.0004, 0.0014)

Proportion of patients with
serious adverse events

Run-in
design

− 0.11 (95% CI −
0.70, 0.48)

Mean age 0.02 (95% CI −
0.02, 0.05)

Percentage
male

0.46 (95% CI −
1.41, 2.34)

Baseline
A1C

0.038 (95% CI −
0.36, 0.44)

Duration of
trial

0.002 (95% CI −
0.01, 0.01)

CI confidence interval
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involved administering placebo, so the results of our study
may not be generalizable to studies like PARADIGM-HF
in which an active drug is administered during the run-in
phase. Since the DPP4 inhibitor trials in our sample lasted
only about 30 weeks on average, the impact of run-in
phases may be apparent only for trials of longer duration.
Finally, understanding why patients were excluded during
or after run-in phases is important to understand the im-
pact of run-in phases. However, among the studies we
included, over 80% did not report this information.
Our study calls into question the utility of including run-in

phases for RCTs of short duration. We have also provided an
analytic framework that can be applied to evaluate the utility
of a run-in phase for other classes of medications in which
there is a combination of trials with and without run-in phases.
If these results are consistent in other investigational settings,
clinical trial investigators may conclude that the considerable
time, energy, and money spent on run-in phases would be
better allocated to recruiting more participants for inclusion
for the study itself. With an increasing amount of pressure and
scrutiny on trial cost and time to completion, including a run-
in phase might not be a good use of resources for certain
RCTs.
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