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While logic devices in conventional electronics rely on the
control of the charged carriers in the semiconductor chips,
robust information storage in computer hard drives and
magnetic random access memory is implemented using the
carriers’ spin in ferromagnetic metals. A long quest to realize
magnetic semiconductors [1-3] can be simply summarized
as: 1+1>2, in hope that combining the control of charge and
spin in a single material would become more than just the
sum of its separate parts (charge and spin) and enable new or
improved functionalities [3]. Indeed, there are intriguing
opportunities in the class of dilute magnetic semiconductors
(DMS) where by adding magnetic impurities, typically Mn,
to a nonmagnetic semiconductor host it is possible to realize
carrier-mediated magnetism [2,3]. DMS offer a control of the
exchange interaction by tuning the ferromagnetic Curie
temperature, Tc, through changes in the carrier density, by an
applied electric field and photoexcitation [2-5].
However, despite decades of research, the two most stu-

died DMS classes of II-VI and III-V compounds [1-3] per-
haps are better described as: 1+1<1. Their individual charge
and magnetic properties are not approaching those from
better nonmagnetic semiconductors or ferromagnetic metals,
respectively. In the II-VI DMS Mn2+ is isovalent with the
group II ions and provides only spin doping; the corre-
sponding lack of carriers makes ferromagnetism limited to
only a few K [1-3]. In (Ga,Mn)As, the most common III-V
DMS, Mn2+ leads to both spin and carrier doping enabling a
higher Tc of up to ~190 K [2], but limited by a low Mn2+

solubility which complicates its growth and can create na-
noscale clustering of Mn ions. Instead of the desired single
phase (Ga,Mn)As, the outcome of the growth could yield
nonmagnetic semiconductor GaAs accompanied by na-
noclusters of ferromagnetic metal MnAs having a magnetic
signal mistaken with (Ga,Mn)As [3]. This dual role of Mn as
both spin and carrier doping creates a strong perturbation to
the nonmagnetic host, significantly degrading the optical
properties of GaAs and reducing its mobility by 2-3 orders of
magnitude [3].
The discovery of the new II-II-V DMS class, such as (Ba,

K)(Zn,Mn)2As2, referred to as BZA [6] revealed a promising
path forward by providing an independent carrier (K+) and
spin (Mn2+) doping, solving several previous obstacles at
once. There was no longer a lack of carriers, nor the low Mn2+

solubility allowing that the record Tc in (Ga,Mn)As is
quickly overtaken by BZA, reaching 230 K [7]. With a
moderate host perturbation by this independent doping de-
sirable properties of the magnetic host are better preserved,
enabling also a more quantitative description of the under-
lying origin of the magnetism in BZA [8,9] than in (III,Mn)V
where it still remains debated [2,10].
Despite these advances, the prior BZA research posed an

important constraint: all the samples formed as a powder
were polycrystalline, preventing many exciting develop-
ments in which BZA could be a parts of high-quality het-
erostructures that combine materials of very diverse
properties [6]. In this context, the latest work of Zhao et al.
[11] demonstrates an important breakthrough; not only does
it realize the first single crystal BZA, but through a fabri-
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cation of superconductor/BZA heterostructure extracts the
degree of carrier spin polarization, one of the key figure of
merit for DMS and other magnets [3]. Probing this spin
polarization was made possible by the process of Andreev
reflection through conductance measurements.
To better understand the implication of this scattering

process, we first consider a simple case of nonmagnetic re-
gion/superconductor (N/S) interface [12]. Figure 1(a) depicts
the specular (ordinary) reflection, similar to a ball bouncing
of a wall. In this case an electron (shown as the solid circle)
approaching the N/S interface is reflected with the same
charge (“e”) and the same spin (“up arrow’). No electrical
current is transferred to the S region and there is no con-
tribution to the measured conductance, G. In contrast, during
Andreev reflection, depicted in Figure 1(b), an electron ap-
proaching the interface is reflected backwards and converted
into a hole (the absence of an electron is depicted as an empty
circle) with opposite charge and spin. From the charge
conservation we could infer that two electron charges are
transferred across the interface into the S region. These two
electrons with opposite spins form a Cooper pair and are
responsible for doubling of the normal state conductance,
G=2G0. Analogous considerations apply also for an incident
hole. For N/S heterostructures there is a widely used BTK
picture [12] to describe charge transport. The interfacial
scattering is modeled by a delta function having a strength Z,
related to the normal state transmission coefficient as T=1/(1
+Z2). Z>>1 implies a tunnel contact and vanishing con-
ductance dominated by the specular reflection. While in the
opposite limit, Z<<1, the contact is highly transparent,
specular reflection is suppressed and each incoming particle
can undergo Andreev reflection to yield G = 2G0. This pic-
ture of an equal spin up/down population allows neglecting
spin degrees of freedom, there is also no need to distinguish
if Z comes just from an intrinsic N/S barrier or if it has an
additional contribution from the Fermi velocity mismatch,
arising from different carrier density in the N and S region.
For DMS/S heterostructure studied by Zhao et al. [11] the

situation is more complex and theoretical picture is still
evolving, a single Z parameter is not sufficient to describe the
interfacial scattering [13,14]. However, the main trends for
Andreev reflection and the measured bias-dependent con-
ductance G(V) from ref. [11] can already be inferred from
Figure 1(c). By focusing on the low-bias conductance, below
the superconducting gap, |eV|<Δ, the exchange splitting in
DMS leads to unequal density of states and spin-polarized
carriers, with a polarization, P. Only a fraction of majority
spin carriers can find a partner of opposite spin and con-
tribute to G through Andreev reflection. In a half-metal, a
fully spin-polarized material, P=100%, this would imply
vanishing G at low bias. While suppressed G would also be
possible for P=0 if Z>>1. In that tunneling limit the Andreev
reflection is negligible and the G would resemble the density

of states for the S region [12], shown in Figure 1(c), with
pronounced peaks at applied bias corresponding to Δ.
However, since Zhao et al. have measured a strongly sup-
pressed G/G0 without such pronounced peaks, their mea-
surements confirm that BZA is highly-spin polarized and
that the interface is transparent with only a small Z. In fact,
their given value of P=66% already exceeds P~50% mea-
sured for NiMnSb, one of the first predicted half-metals
[3,15]. A more general theoretical description of DMS/S
including interfacial spin-flip and spin-orbit coupling (SOC),
as well as the mismatch between the Fermi velocities of the
DMS and S region may lead to even higher value of P for
BZA. Pb used as the S region is a well-known example of a
material with a strong SOC.
This realization of a single crystal BZAwith a large P in a

highly-transparent heterostructure by Zhao et al. opens sev-
eral tantalizing prospects. In addition to probing carrier spin
polarization, could Andreev reflection be used to probe
SOC? In spintronics SOC has a crucial role by enabling
electric control of magnetization and, conversely, a magnetic
control of electric current. In systems without the space in-
version symmetry, SOC induces spin-orbit fields responsible
for a number of fundamental phenomena that are absent or
fragile in the bulk, such as the tunneling magnetoanisotropy,
skyrmions, and spin-orbit torques [14]. Moreover, predicted
sensitivity of Andreev reflection to the direction of magne-
tization in DMS may lead to SOC manifestation that are
enhanced as compared to the corresponding normal state
phenomena [14]. Could the temperature window for probing
P or SOC be enhanced by replacing Pb, with high-tem-
perature “122” type iron-based superconductor where (Zn,
Mn) in BZA is replaced by Fe? Which other BZA-based
heterostructures are possible? What is the limit for Tc in II-II-
V DMS? Can Tc be enhanced even above 300 K by sub-
stituting As in BZA with Sb or P [8]?

Figure 1 (Color online) Specular (a) and Andreev reflection (b) at the
nonmagnetic region/superconductor (N/S) interface. (c) Andreev reflection
at the DMS/S interface. DMS region has an exchange splitting and unequal
density of states. Near the Fermi level, EF, only a fraction of incident
electrons with spin up can find a partner of opposite spin and contribute to
the charge transfer by entering the S region and forming a Cooper pair.
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As we await for the answers of these and many other
questions stimulated by the latest advances of Jin and col-
laborators, it seems that the future of DMS is bright and we
may not need to abandon yet a simple hope that 1+1>2.
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