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Abstract
Research use in educational decision-making has been encouraged and well documented at 
the K-12 education level in the United States but not in higher education, or more specifi-
cally for educational technology. We conducted a qualitative study to investigate the role 
of research in decisions about acquiring and using educational technology for teaching and 
learning in higher education. Results from 45 interviews of decision-makers in higher edu-
cation show that they engage in different types of research activities throughout the deci-
sion-making process, but that in most cases the research is lacking in methodological rigor. 
Externally-produced, scientifically-rigorous research was mentioned in less than 20% of 
interviews. Decision-makers often conduct their own internal investigations on educational 
technology products and strategies producing locally-relevant, but usually less-than rigor-
ous, evidence to inform decisions about continuing use of the technology or scaling up.

Keywords Educational technology · Decision-making · Higher education · Research use · 
Evidence-based decision-making

Introduction

Research use in educational decision‑making

The use of research in educational decision-making has become a topic of increasing 
importance among education researchers, practitioners, policymakers, and funders. With 
limited budgets and increasing demand for accountability in education, a call for the use 
of evidence and scientifically-based research in education decision-making has emerged 
over the past 10–20 years (Baker and Welner 2012; Maynard 2006). However, more has 
been done to support and enforce this call in K-12 education than in higher education. 
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The No Child Left Behind Act (NCLB 2002) and the Every Student Succeeds Act (ESSA 
2015) guide K-12 educators by establishing evidence-based decision-making practices and 
by providing definitions of scientifically-based research. This legislation is based on the 
theory that such a framework can support better outcomes for students (U.S. Department 
of Education 2016), although it is unclear whether this works in practice given the lack 
of enforcement. While the NCLB Act and ESSA provide an accountability framework for 
K-12 education, no such legislation calls for the same focus on evidence-based decision-
making in higher education (Deming and Figlio 2016).

A significant body of literature has addressed whether and how research influences 
K-12 decision-makers in practice (Asen et al. 2013; Farley-Ripple et al. 2018; Farrell and 
Coburn 2017; Finnigan et  al. 2013; Honig and Coburn 2008; Honig et  al. 2017; Penuel 
et al. 2018). It has been well established that K-12 education decision-makers often consult 
three main types of information for decision-making: local knowledge, data, and scientif-
ically-based research. Research findings may be used conceptually to influence decision-
makers’ understanding of the decision problem, symbolically or politically as a tool of per-
suasion to justify a decision already made, or instrumentally to directly guide and shape 
decision-making (Finnigan et al. 2013; Honig and Coburn 2008; King and Pechman 1984; 
Nutley et al. 2007; Penuel et al. 2016; Tseng 2012; Weiss 1977). A comparable body of 
literature is missing for higher education (Chaffee 1983; Deming and Figlio 2016; Ho et al. 
2006).

There is a general consensus that integrating externally-produced research into deci-
sion-making is difficult (Neal et  al. 2018) since rigorous research about the educational 
program or practice in question may not be available. Even when it is, the findings need 
to be contextualized with “local data analyses, organizational history, and practice experi-
ence” (Tseng and Nutley 2014, p. 170) to apply it to the decision-maker’s own situation. 
This establishes an inherent tension between external, and often more rigorous, research 
and internal research. Externally-produced, rigorous research, such as randomized con-
trolled trials (RCTs), is often expensive, may take too long to inform pressing decisions, 
and is often difficult to generalize to a decision-maker’s context. Locally-relevant, inter-
nal research, such as faculty and student surveys or pilot studies, may be more feasible 
to implement and may provide more timely information, especially to answer questions 
about whether an educational technology tool or strategy is meeting local needs. However, 
internal research may be less reliable for providing solid answers to questions about effec-
tiveness for improving academic outcomes. There is substantial evidence that involving 
stakeholders in identifying educational needs and goals and in designing and conducting 
locally-relevant research and evaluation increases the likelihood that the findings are used 
for decision-making (Anderson and Shattuck 2012; Coburn and Penuel 2016; Dede 2005; 
Lewin 1946; Penuel et al. 2015; Penuel and Farrell 2017; The Design-Based Research Col-
lective 2003). But the jury is still out as to whether evidence-based decision-making in 
education leads to improved student outcomes (Heinrich and Good 2018).

With many institutions of higher education (IHEs) including “research” in their mis-
sion statements, one might expect a greater inclination and capacity among higher educa-
tion decision-makers to use research in decision-making. But universities have often been 
characterized as “organized anarchies” (Cohen et al. 1972, p. 1) in which faculty and stu-
dents operate with a great deal of autonomy and administrators struggle to manage dis-
parate interests (Birkland 2011). Rational decision-making at such organizations is hard 
to orchestrate, possibly leaving little room for research to influence choices. Cohen et al. 
suggest that, more often, decisions at universities are made according to the “garbage can 
model” (p. 1) in which the actors begin with solutions and then look for problems to solve 
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with them. The dearth of studies about research use in higher education decision-making 
leaves these competing hypotheses untested.

The importance of research use in educational technology decision‑making

Over the past few decades, with rapid developments in information and communications 
technology, practitioners and decision-makers have increasingly turned to educational tech-
nology products as potential solutions to long-standing challenges in higher education. 
These products include software and hardware tools, and initiatives or strategies that simul-
taneously integrate multiple tools. Most IHEs have adopted sophisticated learning manage-
ment systems aiming to improve efficiency of instruction. Many have acquired adaptive 
software with the goal of individualizing instruction, or are using predictive analytics soft-
ware in an effort to improve student performance, retention, and completion. According to 
MindWires Consulting, U.S. higher education technology investments in 2016 were esti-
mated to be between $1.9 and $3.3 billion, which includes central information technology 
spending and educational technology services purchases made through academic programs 
(P. Hill, personal communication, July 8, 2017). Educational technology is ostensibly used 
to improve administrative efficiency, to increase access to educational opportunities, and 
to facilitate student learning. These investments may present promising solutions for the 
unique challenges of higher education, particularly for non-traditional learners who face 
obstacles in access and progression. Justification for these investments should vary depend-
ing on the purpose of the technology, for example, whether the intention is to increase 
access to higher education by a wider range of potential students, to share instructional 
content and materials more efficiently, or to improve academic outcomes. Yet, few IHEs 
systematically assess whether their goals are met in order to justify the enormous amounts 
of time, effort, and resources dedicated to implementing the technology.

Of most concern, there are few rigorous evaluations of the effects of educational tech-
nologies on student outcomes. For example, although almost one third of college students 
now participate in online courses (Allen and Seaman 2017), a recent review of rigorous 
evaluations of educational technology found that only a handful of experimental studies 
compare online education to traditional face-to-face instruction in an undergraduate univer-
sity setting. These have found null to mixed results (Escueta et al. 2017). Decision-makers 
appear to be more influenced by market demands for online education and policy pressure 
to increase access to higher education than by evidence of what works to improve student 
academic achievement. In another rapidly growing application of educational technology, 
predictive analytics, the evidence to date on student outcomes is mostly limited to case 
studies (e.g., Sclater et  al. 2016; Shacklock 2016). These may provide decision-makers 
with valuable information on potential uses of such innovations and how to implement 
them. However, initial decisions about large investments of limited resources may deserve 
stronger evidence than descriptive and correlational analyses if the goal is to improve aca-
demic achievement.

As investments in educational technology increase (Morrison 2017), it is important to 
understand how educational technology decision-makers in higher education make deci-
sions about acquiring and using educational technology for the purposes of teaching 
and learning, whether and how they use research, and how to improve these practices to 
ensure positive academic returns on educational technology investments. With the excep-
tion of Acquaro (2017), almost no research has specifically investigated the use of evi-
dence and research for decisions about educational technology in higher education. This 
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study addresses this gap in the literature by asking the question: Do educational technol-
ogy decision-makers in higher education use research to inform decisions about acquiring 
and using educational technology to facilitate teaching and learning and, if so, how? We 
summarize our findings from a set of interviews with decision-makers in higher educa-
tion about their use of research when making decisions about educational technology to 
improve teaching and learning and provide two detailed examples of internal research con-
ducted by IHEs.

Methods

Between September 2016 and April 2017, eight interviewers conducted 45 semi-structured 
interviews (Merriam and Tisdell 2015) with educational technology decision-makers from 
42 IHEs in the U.S. Interviewees included e-Learning administrators such as Directors of 
Digital or Online Learning, Presidents, Chief Information Officers (CIOs), instructional 
technology personnel, general administrators, Chief Academic Officers, faculty members, 
and Innovation Officers. We specifically sought out individuals involved in making deci-
sions about use of educational technology for teaching and learning purposes, as opposed 
to administrative functions such as enrollment, registration and record-keeping, for which 
research on student academic outcomes would not be the most appropriate measures of 
effectiveness.

Sampling and recruitment

Two sampling strategies were employed to balance the likelihood of participation with 
the likelihood of obtaining a fair picture of the range of decision-making strategies across 
institutional types. Rather than trying to create a sample of institutions that proportionally 
represented the types of IHEs in the U.S., our goal was to have at least five institutions in 
each of six major categories of IHEs to ensure that we obtained a range of perspectives: 
2-year private for-profit, 2-year private non-profit, 2-year public, 4-year private for-profit, 
4-year private non-profit, 4-year public. First, a purposive sample of IHEs was established 
by soliciting suggestions from participants in the EdTech Efficacy Research Academic 
Symposium (2017). We asked for names of IHEs and interviewees who might provide use-
ful insights into how educational technology decisions related to teaching and learning are 
made and what role research plays in the process. Potential interviewees were emailed an 
invitation to participate in the interview. One follow-up email was sent in the event the first 
invitation did not elicit a response. Individuals from 30 of 37 invited U.S. IHEs agreed to 
an interview or suggested someone else at the same institution more appropriate to invite, 
who subsequently agreed. The resulting participation rate was very high at 81%.

Second, to address the lack of broad representation of IHEs in the purposive sample, 
we created a stratified random sample of institutions from the Integrated Postsecondary 
Education Data System (IPEDS) database (National Center for Education Statistics 2016). 
We used the following criteria to identify our potential population of IHEs in IPEDS: U.S.-
based; Title IV eligible; 750 or more undergraduate and/or graduate students. We included 
all 2-year and 4-year institutions meeting these criteria, but excluded less-than-2-year 
institutions. All institutions in IPEDS meeting these criteria were assigned a random value 
from 0 to 1 using the Stata function runiform(), and, for each of 12 categories of IHEs, 
we selected up to ten schools to invite by picking the lowest randomly assigned numbers. 
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The 12 categories were IHEs with combinations of the following characteristics: 2-year or 
4-year; for-profit or non-profit; public or private; and distance education offered or not.

After our first round of sample recruitment, we found participation from the private sec-
tor institutions was low, so we drew a second random sample of private 2-year and 4-year 
institutions. We followed the same procedure as above, but excluding the institutions 
already drawn from the first sample before drawing the second sample from the eligible 
institutions. We drew up to 20 institutions in each of the 2-year and 4-year private institu-
tion categories. There were fewer than ten eligible IHEs in some categories, so we obtained 
a total of 104 IHEs in the first random sample, and 66 additional IHEs from the second 
random sample. As Table 1 shows, there are very few institutions that met our criteria in 
some of these categories, such as private, non-profit 2-year institutions, so we reached out 
to all institutions in that category. We used public sources (e.g., the IHE’s website) to iden-
tify the CIO, Chief Technology Officer or other educational technology decision-maker for 
each of the IHEs in the drawn sample. We emailed these individuals to request their par-
ticipation in an interview or a recommendation for someone else at their institution we 
could invite. We contacted a total of 67 institutions from the random sample (and 79 indi-
vidual decision-makers), and received agreement from 13 of these institutions to partici-
pate, yielding a participation rate of 19%. One of these IHEs was already in the purposive 
sample and was therefore only counted in the purposive sample.

Among the 42 U.S. IHEs who agreed to participate in the study, 71% were from the purpo-
sive sample and 29% from the random sample; 19% were 2-year IHEs and 81% were 4-year 
IHEs; 19% were for-profits and 81% were non-profits; 33% were public IHEs and 67% were 
private IHEs. Table 1 summarizes the number of institutions in the IPEDS database that met 
our criteria and the number and types of institutions that participated in our interviews in both 
the purposive and random samples. We succeeded in recruiting five or more institutions in 
each of the six target categories of IHE, with the exception of 2-year private non-profits, of 
which there were only five total in IPEDS that met our criteria. Overall, compared to the pop-
ulation in IPEDS, our sample was skewed towards 4-year institutions as opposed to 2-year 
institutions: 81% of institutions in our sample were 4-year institutions compared with 67% 

Table 1  Categories and numbers of U.S. institutions of higher education that participated in interviews

a The Integrated Postsecondary Education Data System is a system of interrelated surveys conducted annu-
ally by the U.S. Department of Education’s National Center for Education Statistics that gathers informa-
tion from every college, university, and technical and vocational institution that participates in the federal 
student financial aid programs
b Very few institutions fall into this category in IPEDS and all were contacted
c One institution in this category appeared in both the purposive and random sample but is only counted in 
the purposive sample

Type of institution No. of institutions in  IPEDSa 
meeting our criteria

Purposive 
sample

Random 
sample

Total

2-Year for-profit 88 2 3 5
2-Year private non-profit 5 1 1 2b

2-Year public 758 5 2 7
4-Year for-profit 155 6 2 8c

4-Year private non-profit 919 7 2 9
4-Year public 678 9 2 11
Total 2603 30 12 42
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in IPEDS. Our sample was also skewed toward for-profits as opposed to non-profits: 19% of 
institutions in our sample were for-profit institutions compared with 9% in the IPEDS list. 
It was also skewed toward private institutions compared with public institutions: 67% in our 
sample were private institutions, compared with 45% in the IPEDS list.

For most IHEs, we conducted one interview with a single person. In a few cases, two or 
three decision-makers from the IHE participated in one interview. For three IHEs, we inter-
viewed a second person, yielding a total of 45 interviews. The small sample size in each cat-
egory does not allow us to draw reliable conclusions about each category, but we believe the 
overall sample can provide insights into the range of decision-making processes and uses of 
research in U.S. IHEs. An additional interview was conducted with an Australian university. 
The purpose of this interview was to provide a counterpoint to the U.S. perspective and to 
investigate the observation of a symposium member that Australian universities are generally 
more sophisticated in their selection and evaluation processes for educational technology than 
U.S. universities. Lessons from this interview are shared in one of the highlighted examples in 
our findings section but the interview was not included in our analyses of research use by U.S. 
universities.

Interview procedure

Interview questions were based on the trajectory of rational decision-making processes (Simon 
1957) and assumed multiple criteria were used in decision-making (Zopounidis and Doumpos 
2017). The interview protocol was also influenced by Edwards and Newman’s (1982) methods 
for multiattribute evaluation and by qualitative studies of research use by Asen et al. (2013) 
and Finnigan et al. (2013). We began by eliciting information about where the interviewee 
obtains information on educational technology products and trends; what individuals or organ-
izations the interviewee perceives as opinion leaders, change makers, or innovation leaders in 
educational technology; and who generally participates in educational technology decisions 
at the institution. Subsequently, the interviewee was asked to identify one particular educa-
tional technology decision in which she or he participated recently enough to remember the 
details of the process, and to answer many detailed questions about the goals of the decision, 
the stakeholders involved, and the decision-making process itself. Subsequently, interview-
ees were asked specifically what constitutes research, what role research plays in the IHE’s 
educational technology decision-making processes and whether the IHE conducted any of its 
own investigations into how well an educational technology product works. Interviews lasted 
between 31 and 172 min, averaging 66 min. They were conducted face-to-face, by Skype or by 
phone. Transcripts of recordings or notes were coded in NVivo software, using a combination 
of deductive and inductive theming and coding techniques (Merriam and Tisdell 2015). For 
the purposes of our analysis regarding the use of research by U.S. IHEs, we used interviews as 
the unit of analysis (n = 45) rather than IHEs (n = 42) because answers to some questions dif-
fered among individuals at the same institution.

Findings

Decision-makers described a variety of decisions about acquiring products to facilitate 
teaching and learning needs in their institution, including technologies that facilitate the 
teaching process, such as Learning Management Systems, online content and ebooks, 
and products aiming to directly improve outcomes, such as student retention tools or 
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personalized adaptive programs. Overall, our interviewees displayed decision-making 
practices that ranged from reasonably rational (Simon 1957) to exemplifying the garbage 
can model (Cohen et  al. 1972). In the former cases, decision-makers started with needs 
identified by faculty, administrators or students, and ended with the implementation of a 
carefully-vetted educational technology tool. In the latter cases, new educational technol-
ogy tools were acquired with a view to later finding a use for them. However, the majority 
of the interviewees appeared to fall somewhere between these extremes, constantly scan-
ning a variety of sources for information about new educational technology tools at the 
same time as they made efforts to regularly gather information about their community’s 
needs. The resulting decision-making process was perhaps more akin to match-making, 
with decision-makers cycling attention back and forth between solutions and needs. This 
strategy may be the most pragmatic given the swift pace of technology change which 
allows little time for evidence of effectiveness to accumulate before the technology has 
moved to its next incarnation.

What constitutes research for decision‑makers in educational technology?

All interviewees claimed to conduct research when making educational technology deci-
sions, but their definitions of research varied widely. These definitions included the col-
lection of various forms of information, externally or internally, at each stage throughout 
the decision-making process. General background information-gathering throughout the 
year was reported by all interviewees on technology trends, technology solutions to cur-
rent IHE needs, and the variety and capabilities of educational technology products. These 
general information-gathering activities included consulting peers who have used similar 
products (mentioned in 29% of interviews), conducting surveys within decision-makers’ 
own institutions to understand technology needs (mentioned in 24% of interviews), or con-
sulting literature reviews on relevant educational technology topics (mentioned in 13% of 
interviews).

More purposive, targeted searches for pedagogical strategies and practical solutions 
were conducted to address particular needs identified by students or faculty, for example, 
to search for strategies to improve retention. A handful of interviewees described efforts 
to use research-based instructional design strategies, such as strategies to improve learner 
retention in Massive Open Online Courses. Once a potential strategy had been identified, 
decision-makers searched for specific ways to operationalize it, for example, predictive 
analytics or student retention software compatible with the IHE’s existing student data 
systems. After identifying several options to consider, 80% of IHEs investigated potential 
product options through product demonstrations and pilots, primarily to determine ease of 
use and feasibility of implementation, but also in some cases to evaluate changes in stu-
dent outcomes. While most IHEs engaged in these product demonstrations and pilots, only 
around one quarter of them considered these to be research activities. A few interviewees, 
particularly from for-profit IHEs, described investments in predictive analytics and sub-
sequent tracking of student outcome data. Finally, post-implementation investigations of 
products and strategies were also conducted at most IHEs to assess impact on student out-
comes, and to help inform decisions about continued use or scale up of the educational 
technology product or strategy.

Activities that interviewees counted as research and the percentage of interviews in 
which each was mentioned are summarized in Table 2. Overall, thirteen different types of 
research activities were mentioned. We indicate whether the research is external, that is, 
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produced by a third party, or internal, that is, produced by personnel within the institution. 
We also note whether the activity can be deemed scientifically rigorous, as defined by use 
of an experimental or quasi-experimental design. Only a few of the activities described 
would meet this standard and these activities were mentioned in less than 20% of the 
interviews.

The most frequently mentioned activities that educational technology decision-makers 
counted as research were conducting student, staff, and faculty interviews, surveys, or 
focus groups about educational technology issues, mentioned in 40% of interviews, fol-
lowed by looking at student outcomes after implementing an educational technology 
strategy or product, mentioned in 38% of interviews. Both of these activities were inter-
nally conducted by personnel within the interviewees’ own institutions. In slightly under 
a third of the interviews, reading a variety of vendor-provided information was counted as 
research, with “efficacy studies” among them. However, only one interviewee was able to 
provide a definition of efficacy that reflects the definition of efficacy research provided by 
the National Science Foundation and U.S. Department of Education’s Institute for Educa-
tion Sciences (U.S. Department of Education, Institute for Education Sciences and National 
Science Foundation 2013), suggesting that the efficacy studies alluded to might not involve 
experimental or quasi-experimental methods.

The activity most likely to involve research that meets the scientifically-rigorous stand-
ard was reading scholarly papers or journals about educational technology strategies, men-
tioned in 18% of interviews. It is, however, unclear whether the interviewees were actu-
ally reading about quasi-experimental or experimental studies. Approximately one-sixth of 
the interviewees reported that their IHEs conducted internal comparison studies in which 
some teachers and students used an educational technology product or strategy while oth-
ers did not. While interviewees may have termed these “experiments,” the level of rigor 
of these internal studies was often questionable because they relied on volunteer or “first-
mover” faculty members who might not be representative of typical faculty members, did 
not include any form of pre-test, and did not assign subjects to treatment and control condi-
tions at random.

Barriers to using research

Many interviewees described barriers to using research. Some pointed to the dearth of rig-
orous research on educational technology products and strategies, implying that they would 
use such evidence if it were available. For example, one interviewee remarked “I think 
where the What Works Clearinghouse fell down is that they just applied the gold stand-
ard to absolutely everything so in some categories almost nothing ‘passed’.” He suggested 
a “tiers of investment” approach for educational technology research that “calibrates the 
appropriate methodology to the level of investment.” In this approach, RCTs would only be 
used for high-stakes investments such as for adaptive learning strategies where the return 
on investment has the potential to be very high, while less rigorous research on lower-
stakes investments would be appropriate as long as it is useful for decision-making.

Many interviewees noted that the length of time it takes to complete research is incom-
patible with the fast pace of technology change. By the time the research has been com-
pleted, the technology may have been upgraded or changed multiple times. Even during 
the course of a study, the technology might change making it hard to pinpoint which itera-
tion “works” or to precisely describe the intervention. Furthermore, every university and 
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college appeared to believe that its students and faculty are unique, leading to reluctance in 
accepting the relevance of results from a study executed in a different context.

Internal research conducted by decision‑makers

In 78% of our interviews, decision-makers reported conducting their own investigations of 
educational technology products. These studies varied widely in goals and methodological 
rigor with a few resulting in peer-reviewed publications, but most not being shared pub-
licly. Results of these investigations were used to continuously improve instruction or to 
decide whether to continue or scale up use of the educational technology product or strat-
egy. For those decision-makers in positions of acquiring and supporting technology, use-
ful investigations were often more about figuring out what technology is (or is not) being 
used by students, staff and faculty, and what needs to be supported, than about whether it 
improved student outcomes.

A few IHEs, both non-profit and for-profit, operate their own Research and Develop-
ment (R&D) centers that focus on educational technology solutions to institutional chal-
lenges. One President described the work of three different educational technology-related 
R&D centers at his institution: one that searches for innovative, external educational tech-
nology companies that can help the IHE with “strategic concerns” such as improving stu-
dent persistence or individualizing learning; one that focuses specifically on identifying 
effective simulation products in healthcare and publishes its findings in peer-reviewed jour-
nals; and one that focuses on developing and evaluating effective test preparation materials 
for high stakes professional examinations. The Chief Academic Technology Officer at a 
state university described the work of a dedicated institutional unit to continuously tinker 
with and improve entry-level courses using technology in an effort to help students succeed 
in progressing to more advanced courses. The latter interviewee observed that, to conduct 
meaningful research, scale is necessary in order to produce enough data to analyze (fur-
ther details in Example 1 below). In both cases, the IHE has been less focused on sharing 
results externally, and more on generating research to inform internal practice.

Several interviewees provided detailed descriptions of the investigations they were con-
ducting on specific educational technology products and strategies, some of them ongoing 
activities over an extended period of time. A for-profit university assessed whether using a 
video-enabled discussion forum tool improved student engagement in a liberal arts course 
as measured by time-on-task and whether it affected the quality of student work. A commu-
nity college which had acquired a student retention system was comparing student retention 
and completion rates prior to and after the software acquisition. A large, state university 
was working with the vendor of an adaptive learning platform to carefully analyze student 
data in an effort to intervene early to support students at risk of failing or dropping out of 
a course. To date, the work had resulted in three peer-reviewed publications. A small, pri-
vate university investigated the use of active learning strategies to increase student engage-
ment by introducing clickers and online quizzes, and by “flipping” the classroom. Another 
small, private IHE described action research on how to increase student participation in 
online discussion forums. This work led to new discussion group procedures and structures 
being implemented in the IHE’s courses. In general, the involvement of faculty in lead-
ing investigations appeared to increase the likelihood that the findings would eventually be 
reported in a peer-reviewed publication. IHEs not undertaking investigations of educational 
technology products cited constraints such as costs, time, and capacity. Below, we explore 
in detail two examples in which decision-makers conducted their own investigations and 
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used the results from these investigations to directly inform their decision-making around 
the acquisition and use of educational technology for teaching and learning. The first case 
represents a more typical approach to evaluating educational technology products that are 
already in place at the IHE with a view to continuous improvement. The second case pro-
vides a potential model for a systematic need-based and evidence-based approach to the 
initial acquisition of educational technology to support teaching and learning.

Example 1: piloting personalized learning software at a 4‑year public institution

The Chief Academic Technology Officer of a 4-year public IHE described piloting person-
alized learning software through an in-house “action lab” dedicated to educational technol-
ogy research. He stressed that the value of conducting this research was not necessarily to 
produce rigorous, peer-reviewed work, but to use the large-scale data available to continu-
ously improve the courses and platforms the IHE is already using. He emphasized that the 
purpose of the action lab is to conduct use-oriented research that can help the institution 
deliver courses at scale:

“One of the drivers for the Action Lab is to do use-oriented research. The way we 
approach creating and delivering courses at scale is pretty much product-driven and 
not focused primarily on producing peer-review-research, ‘Oh, we’re going to get a 
grant from NSF and then we’re going to set up a certain experiment and we’re going 
to run that …’ It’s more like we’re building an effective mechanism—the way I would 
describe this course is like it’s a laboratory apparatus. Once that apparatus is con-
structed and data is beginning to flow, then we can start to talk about experiments we 
can design on top of the apparatus, and use the data that comes back to have mean-
ingful things to say. I don’t mean to say the peer-reviewed approach isn’t important. 
I think that as these tests we perform begin to bear fruit, many of them will pass 
peer-review muster. But we won’t be gated by that, we don’t view peer-review as hav-
ing to come first in order for us to be able to make decisions because, in practice, 
people actually make decisions in much less data-driven ways than that. In a sense, 
we’re trying to land a basic implementation in the product space and then study the 
product and continuously improve it.”

For the Chief Academic Technology Officer at this IHE, entry-level courses are key for 
student learning because they are where students “level up” and gain the basic skills they 
need to be successful learners for the remainder of their college careers. He detailed the 
deployment at scale of a promising adaptive learning platform for math in one of these 
entry level courses, College Algebra:

“This last term we just deployed [a type of personalized learning software] for the 
first time at scale in College Algebra: for 3500 on-campus students, for almost 800 
online students, and for another 50,000 students on the internet. What we get back 
from [the personalized software] is terabytes of data about where each student 
placed when they first entered the course, which topics they had already mastered, 
which topics they had not mastered. We can see how much time they spend day by 
day, week by week; how they spend that time. Do they watch videos? Do they do 
problems? When they do problems do they struggle, do they stall? When they strug-
gle, how do they respond? Do they drop out? Do they persist? What help do they 
seek?”
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The IHE uses beta testing to investigate differences across groups who are exposed to 
various aspects of a particular technology. The results of these and other tests are used to 
iterate on the design of the platform. Such investigations serve more to allow for monitor-
ing and continuous improvement than to inform decisions about whether or not to acquire a 
particular technology in the first place. The Chief Academic Technology Officer acknowl-
edged that a technology must already be implemented at scale to permit the IHE to collect 
enough data to draw meaningful inferences. He outlined future plans to conduct compari-
son studies between new educational technology products.

Example 2: developing a streamlined process for piloting and scaling educational 
technology in an Australian University

The Academic Director in the Office of Learning and Teaching at an Australian university 
described a streamlined process that the IHE recently developed to make decisions about 
acquiring educational technology to support pedagogy. This systematic selection and pilot-
ing process for educational technology initiatives feeds into decisions about selection and 
scaled-up implementation of technologies campus-wide. It illustrates how both external 
and internal research contribute to decisions about acquiring and scaling up educational 
technology initiatives.

The university faced three challenges related to educational technology acquisition prior 
to developing this process: the IHE’s instructional technology services (ITS) was work-
ing in isolation from other groups and departments; ITS decisions were slow because the 
unit believed it needed to obtain full faculty agreement before acquiring any new technol-
ogy; and vendors were directly contacting faculty, with ITS having no way of knowing 
which faculty were adopting which technologies. To address these issues and implement an 
ongoing process for testing the educational value of educational technology, the Academic 
Director (a faculty member) developed a multi-step strategy. First, he created a prioritized 
list of technology initiatives based on his own assessment of the IHE’s needs and a review 
of external research including Horizon reports,1 Gartner reports,2 and information about 
how various technologies have been used in the past to improve student outcomes. Exam-
ples of such initiatives include: learning analytics, augmented reality, and eAssessments. 
He also reported seeking out research that supports the implementation of the technolo-
gies, but noted that such studies are generally conducted at small scale.

Once an initiative makes it onto the priority list, a market scan is conducted to identify 
vendors that can potentially serve the university’s needs and a pilot study or “alpha launch” 
is planned. The university distinguishes between “pilots” and “alpha launches” because, 
based on the IHE’s past experience, pilots have inevitably led to use of the technology 
long-term. By using the term “alpha launch” the messaging is that there is no guarantee 
the IHE will continue to license or support the software if initial results for students are 
not promising. An alpha launch runs for 6 weeks, or half a semester, with the idea that if it 
yields positive results, the technology can be in place campus-wide by the beginning of the 
following semester.

During the alpha launch, the university gathers its own evidence on the technology’s 
impact on pedagogy and potential for scalability. In addition to qualitative feedback from 

1 Examples of Horizon reports can be found at https ://www.nmc.org/publi catio n-type/horiz on-repor t/.
2 Examples of Gartner research reports can be found at https ://www.gartn er.com/techn ology /resea rch/.

https://www.nmc.org/publication-type/horizon-report/
https://www.gartner.com/technology/research/
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faculty and students, the university’s Office of Learning and Teaching tracks five metrics: 
student evaluations at the end of the unit; student grades; student engagement as measured 
by usage of the technology; evaluation of the course by faculty and head course design-
ers; and “student resilience” which is measured via longer-term tracking of how students 
perform in future, related courses compared with students in past years who did not use 
the technology being assessed. During the second half of the semester, the Office of Learn-
ing and Teaching writes a report on the alpha launch and, if results available by that point 
appear to justify wider use of the technology, prepares a business case for enterprise-wide 
adoption of the technology the next semester. The Academic Director pointed to an online 
polling initiative that was recently implemented university-wide as a successful initiative 
that underwent an alpha launch and was subsequently scaled.

The Office of Learning and Teaching holds a showcase on campus every 6 weeks to 
keep the university community apprised of new initiatives and elicits regular feedback on 
the university’s educational technology tools and needs from students, faculty, and staff. 
The list of technologies with which to experiment is reviewed every 6 months and re-pri-
oritized. This pattern has established a systematic and time-bound process for identifying 
and meeting technology needs through regular solicitations of stakeholder input, testing 
solutions in vivo but on a small scale, and using the results to decide whether to scale up 
the technology adoption.

Discussion and conclusions

Even for those decision-makers taking a quasi-rational approach to educational technology 
decisions, our findings suggest that educational technology decision-makers in higher edu-
cation rarely use externally-produced, scientifically-rigorous research to inform their deci-
sions. This is consistent with previous findings about K-12 decision-making that the types 
of research school district leaders find useful are not primarily peer-reviewed impact stud-
ies (Penuel et al. 2018). Instead, educational technology decision-makers are more likely to 
produce and use their own locally-relevant evidence such as findings from interviews, sur-
veys or focus groups. Some decision-makers review student outcomes after implementing 
an educational technology product or strategy, but usually without setting up comparison 
groups. This finding is also consistent with studies indicating that K-12 school and district 
level decision-makers value local knowledge, and often consult their own student perfor-
mance data to make decisions about school improvement (Finnigan et al. 2013; Honig and 
Coburn 2008).

Our two examples of internal investigations demonstrate concrete cases in which inves-
tigations directly inform decisions about how the IHE acquires or uses educational tech-
nology for teaching and learning. Our findings align with previous research indicating 
that when decision-makers are involved in the design and conduct of research, the results 
are more likely to be used (Anderson and Shattuck 2012; Lewin 1946; Penuel and Farrell 
2017). However, neither internal investigation involves experimental or quasi-experimental 
approaches. The first example illustrates the use of platform-based analytics and other stu-
dent data to continuously improve on the implementation of technology-based courses. The 
university’s approach presumes the educational technology strategy can improve student 
outcomes, if only implementation can be perfected. It does not serve as a rigorous vet-
ting mechanism to identify effective educational technology before it is scaled up. This 
assumption that educational technology will improve student outcomes if it is implemented 
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correctly and that repeated tinkering will eventually produce success was not uncommon 
among our interviewees. These beliefs may preclude serious examination of the underlying 
mechanism by which technology use is expected to affect learning and we recommend that 
decision-makers interrogate the theory of change first before expending resources on high-
quality implementation of educational technology.

The Australian university example illustrates a mechanism for prioritizing faculty and 
student needs, concentrating the use of institutional resources to a limited number of initia-
tives at any one time, and vetting educational technology before investing in any product or 
strategy at scale. It also demonstrates efforts to draw on externally-produced and potentially 
more rigorous studies to inform the university’s decision-making. Appointing a faculty 
member to spearhead an IHE’s approach to technology may lead to more evidence-based 
decision-making and IHEs should motivate and reward faculty members who contribute 
in this way. But while the internal efforts to investigate how technology affects teaching 
and learning at the university appear well-planned and systematic, the study design used 
in alpha launches is not sufficiently rigorous to allow for causal inferences. Furthermore, 
it appears that recommendations about scaling up are made before some important results 
are available: it is unclear how end-of-course grades and course ratings or the longer-term 
student resilience metrics could factor into the decision and whether making a recommen-
dation after only 6 weeks is justifiable. Revisiting efficacy of the technology-based strategy 
when longer-term student outcomes become available would be prudent.

If decision-makers are indeed more likely to use internally-produced and locally-rele-
vant research to inform their decision-making, then concerted efforts to systematically 
document and share local evidence may improve the availability of relevant evidence that 
IHEs can use to inform their decisions about acquiring and using educational technology. 
Specifically, this may include strategies such as creating a cross-institutional repository of 
studies that pools findings from the internal investigations already being conducted within 
universities. If universities can share results more easily, this may increase the uptake and 
use of existing evidence, especially if it is possible for IHEs to find studies conducted by 
peer institutions serving similar populations and operating under similar conditions.

The attention to use of research evidence in K-12 settings has led to the development 
of tools and recommendations that could also serve IHEs well. For example, tools such as 
RCT-YES and RCE Coach are designed to facilitate the timely execution of rigorous stud-
ies by practitioners within their own contexts. Digital Promise has developed the Edtech 
Pilot Framework (https ://edtec h.digit alpro mise.org/) which includes a checklist for evaluat-
ing existing studies of educational technology (http://digit alpro mise.org/wp-conte nt/uploa 
ds/2016/04/DP_Evalu ating TheRe sults .pdf). Bull et al. (2017) recommend enhancements to 
teacher and leader preparation programs to develop K-12 educators’ “assessment literacy” 
and “research literacy” with respect to educational technology. While faculty members 
in most IHEs are not required to receive explicit instruction on how to teach, parallel in-
service professional development opportunities could be helpful, for example, to support 
faculty members in conducting systematic action research in their own courses or in find-
ing relevant educational technology research conducted elsewhere. Action research would 
provide timely and contextually-relevant information to faculty members.

Given the challenges of implementing rigorous research that is relevant in a timely fash-
ion, a model such as the Australian university’s alpha launches may be a workable solu-
tion that increases the quality of internal evidence and its frequency of use. By running 
these alpha launches over short time-frames with clear mechanisms for systematic collec-
tion of data on a few key measures, fast feedback, and assessment, universities may be 
more likely to gather evidence that is usable, locally reliable, and can be integrated into 

https://edtech.digitalpromise.org/
http://digitalpromise.org/wp-content/uploads/2016/04/DP_EvaluatingTheResults.pdf
http://digitalpromise.org/wp-content/uploads/2016/04/DP_EvaluatingTheResults.pdf
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decision-making. We caution, however, that such internal investigations may lack rigor and 
result in less-than-ideal evidence for informing consequential decisions about investing 
in or scaling up often costly educational technology products and strategies. A common 
fallacy in evaluating educational technology products in higher education is that they are 
initially implemented by volunteer faculty who are innovative and enthusiastic about tech-
nology. The faculty members’ enthusiasm and extra efforts become confounded with the 
technology intervention and cannot be replicated at scale. Application of more rigorous 
standards, for example implementing rapid cycle experiments, could help disentangle such 
extraneous factors that may contribute to the success or failure of an educational technol-
ogy intervention.

Both the detailed examples of educational technology decisions-making described ear-
lier illustrate the importance of intentional structures and vehicles for making evidence-
based decisions about educational technology. These cannot be developed without the 
leadership and support of senior administrators at the IHEs. Hollands and Escueta (2017) 
describe the decision-making infrastructure and processes established for the selection and 
implementation of enterprise-level educational technology at four different types of IHE. 
In all cases, these involve a substantial investment of personnel time, including that of sen-
ior leaders, and solicitation of stakeholder input. One university is highlighted for the cul-
ture of innovation instilled by its President who fosters risk-taking by focusing on fixing 
problems when education technology fails rather than punishing the experimenters.

Going forward, we recommend more frequent and sustained communication and col-
laboration between the researchers and educational technology decision-makers at IHEs, 
either to render externally-produced, scientific research more useful in practice, or to build 
capacity of decision-makers to produce more rigorous internal research. Concerted col-
laborations between researchers and practitioners in the design and implementation of both 
local and large-scale generalizable research about educational technology products and 
strategies should increase the usability and the rigor of research. In turn, this will improve 
the quality of evidence that influences educational technology decisions aimed at optimiz-
ing student learning. Funding such work is likely to be challenging so it will be important 
to create internal incentives for faculty and administrators to engage in these studies. In 
some instances, educational technology vendors who can benefit from the production of 
high quality research on their products may be willing to collaborate substantively with 
the researchers. Dziuban et al. (2016) model this approach in their work with an adaptive 
learning platform.

Despite these critiques, we acknowledge that there is no rigorous evidence to show that 
educational technology decisions based on experimental or quasi-experimental research 
guarantee better teaching and learning outcomes than those based on less rigorous, inter-
nally-conducted research and pilot studies. Several of our interviewees argued that suc-
cess of a decision to adopt a new educational technology product, tool, or strategy depends 
most on building buy-in among faculty members and students, which in turn assures fidel-
ity of implementation. It is perhaps more likely that these decision-makers would rely on 
externally-produced, rigorous research if the studies clearly documented how buy-in was 
developed for use of the educational technology intervention and how fidelity of imple-
mentation was monitored and enforced. A responsible approach to educational technology 
decision-making might involve combining a number of the strategies that surfaced in this 
study: regular needs assessments, staying abreast of technology developments, match-mak-
ing between solutions and needs, gathering evidence commensurate with the tier of invest-
ment, systematic stakeholder engagement, supportive leadership, educational technology 
professional development for faculty and continuous improvement. But we also urge initial 
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attention to the underlying theory of change for any educational technology tool or strategy 
to ensure there is a plausible mechanism by which it can lead to the intended outcomes. 
Once the tool or strategy is implemented, periodic reassessment of efficacy is warranted to 
determine whether the theory of change holds up and endures in practice.
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