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Abstract
Using panel data of school-class networks of 11–13-year-old students, this study inves-
tigates effects of schoolwork collaboration-networks on grades and school-related well-
being. It suggests propensity score weighting-regression as a method of causal inference 
for data collected in social contexts, and in studies analyzing node-attributes as outcomes 
of interest. It will argued that this alternative approach is useful when stochastic actor-
based models (SAOMs) show convergence problems in sparse networks. Three methods 
of causal analysis dealing with the problems of endogeneity bias and interference between 
observations will be discussed in this study: first, SAOMs for the co-evolution of networks 
and behavior/attitudes will be estimated, but this results in a systematic loss of data. Sec-
ond, propensity score matching compares treated cases with untreated nearest neighbors. 
However, the stable-unit-treatment-value assumption (SUTVA) requires that the analysis 
controls for network embeddedness in the final analysis. This is possible by using propen-
sity score weighting-regression, which is a flexible approach to capture treatment diffusion 
via multiplex networks.

Keywords  Social networks · Causal inference · Stochastic actor based model (SAOM) · 
Propensity score matching · Schoolwork collaboration

1  Introduction

Human communities depend on diffusion of information through networks, social 
influence (Henrich 2016) and social exchange (Windzio 2018). While most social net-
work analyses were rather descriptive in the 1960s and 1970s (Prell 2012), recent stud-
ies focus on network diffusion (Valente 1995) and the co-evolution of network ties and 
behavior (Snijders et al. 2010). New methods for causal inference sensitized research-
ers to the pitfalls of deriving causal conclusions from cross-sectional data, but also 
from longitudinal regression models (Morgan and Winship 2007; Brüderl and Lud-
wig 2014, 331p; VanderWeele and An 2014). Causal inference is important in research 
fields where social influence, contagion or diffusion regularly occur. Nevertheless, the 
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development of longitudinal methods for the analysis of networks took place more or 
less separately from innovations in methods for causal inference. Surprisingly, appro-
priate methods of causal inference for network data are rather new (Robins 2015, 
216 pp), and only few network researchers seem to be familiar with the literature on 
causal inference (VanderWeele and An 2014; An 2018; Aral and Nicolaides 2017).

Studies on peer influence face the challenge of disentangling selection and influence 
(Ragan et  al. 2019): cross-sectional correlations between ego’s and alter’s character-
istics do not distinguish between whether we select our peers with respect to certain 
characteristics, or whether we assimilate towards our peers’ characteristics (Shalizi 
and Thomas 2011). Undoubtedly, stochastic actor-oriented models (SAOMs) for the 
co-evolution of networks and behavior (Snijders et  al. 2010) are a breakthrough for 
empirical research. In some cases, however, SAOMs are prone to convergence prob-
lems if networks are either sparse or do not show an appropriate ratio of stability and 
change. Excluding non-converging networks from the analysis can lead to consid-
erable loss of data, which is why ‘conventional’ methods of causal analysis such as 
propensity score matching (PSM) are worthy of consideration, although network data 
violates the assumption of independent observations. In a recent contribution, Ragan 
et al. (2019) showed that conventional methods of panel data analysis, namely random 
effects, hybrid fixed effects and lagged hybrid fixed effects do not tend to overestimate 
peer influence compared with SAOMs. Nevertheless, in most network data the stable 
unit treatment value assumption (SUTVA) is violated and causal inference from meth-
ods that do not explicitly account for the embeddedness of dyads in the surrounding 
network structure should be interpreted with caution. According to the SUTVA, causal 
inference e.g. by using propensity score matching is only reliable when there is no dif-
fusion of relevant information between cases in the treatment and in the control group.

The present study investigates the challenge of estimating causal effects of ties in 
dyadic collaboration-networks. In a first step of this study, SAOMs for the co-evolu-
tion of networks and behavior will estimate the effect of schoolwork collaboration on 
grades and well-being in school. Non-convergence of SAOMs (VanderWeele and An 
2014: 368) indeed results in a considerable loss of data, for instance due to sparse-
ness of ties in the schoolwork network. SAOMs are also vulnerable to omitted variable 
bias (Shalizi and Thomas 2011, 218; Robins 2015, 220; Ragan et al. 2019, 25)—e.g. 
when an explanatory variable x is correlated with the error term e (corr(x,e) ≠ 0), and 
is contaminated with (unobserved) information related to x and the dependent variable 
y. Secondly, propensity score matching will be used to estimate the causal effect of ties 
in the schoolwork-network on grades and on well-being. Since this approach suffers 
from the violation of the SUTVA and does not account for inherent spill-over from 
neighboring dyads, propensity score weighting regression (Morgan and Winship 2007; 
Guo and Fraser 2010) will be suggested as an alternative third approach. In line with 
the model suggested by An (2018) propensity score weighting regression can account 
for multiplex networks, in this case for the embeddedness of collaborative dyads into 
friendship networks. Friendships between treated and non-treated students can be con-
trolled in order to account for potential ‘diffusion’ of information across groups. The 
method captures at least partially the effect of contact among observations and is more 
in line with the SUTVA. Further developing propensity score weighting regression and 
related methods for the analysis of causal effects in network data can be a fruitful alter-
native to SAOMs in situations of limited data or sparse networks.
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1.1 � Analyzing outcomes of network ties

Communication among adolescents in networks is considered increasingly impor-
tant e.g. for political mobilization (Saud 2018; Ida et al. 2020) and cooperation. Over 
the last three decades, school-children’s group-work became a growing research field 
in education science (Howe and Tolmie 2003). The outcome of interest is usually the 
development of academic performance (e.g. grades) (Webb 1989; Crosnoe 2000; Lub-
bers 2004). In addition, also social benefits and pupils’ well-being are desired results of 
group work, since they affect the learning environment in the classroom (Howe and Tol-
mie 2003). Providing causal evidence of group-work networks is far from being trivial. 
When two pupils become involved in networks of schoolwork collaboration, they might 
also have similar attitudes towards academic issues. This selectivity is prone to endoge-
neity bias (Morgan and Winship 2007: 77p) in the estimation of a causal effect.

Gremmen et al. (2017) analyzed the co-evolution of adolescents’ friendship and aca-
demic achievement. According to their six wave network analysis in first and second 
year secondary school, students select friends on the basis of alters’ grades. Subse-
quently, their own grades develop in the same direction as their alters’ grades (“First 
selection, than influence”) (Gremmen et  al. 2017). To date, systematic analyses of 
networks of schoolwork collaboration are rare. Schoolwork-networks have been ana-
lyzed (Windzio 2013; Ivaniushina et al. 2016), but not the impact of these networks on 
outcomes.

Studies on the diffusion of knowledge, behaviour or attitudes are well established 
(Rogers 2003), even though the substantial social structure through which diffusion pro-
ceeds, namely the network, became systematically considered not before T. Valente’s 
work (Valente 1995). In the early standard models of network diffusion, the hazard rate 
of adoption at time t depends on ties to e.g. infectors or opinion leaders at t − 1. How-
ever, there was no systematic treatment of selection processes due to the characteris-
tics of interest, e.g. when non-infected persons get into contact with infected persons 
in order to care for them, and thereby adopt the disease. Criticism of Christakis and 
Fowler’s (2007) study on diffusion of obesity through networks sensitized researchers 
to the problem of latent homophily when making causal inference in network-diffusion 
studies. How difficult it is to statistically disentangle selection and influence also in lon-
gitudinal settings, and further, how vulnerable diffusion models in general are to omit-
ted variable bias, has been demonstrated by Shalizi et al. (2011).

Analysing the diffusion of mobile service application in a large global instant mes-
saging network, Aral et al. (2009) used propensity score matching methods (PSM). The 
treatment was the presence of adopters in the subjects’ local messaging network, and 
was predicted by a vector of behavioral and demographic covariates of the respective 
individual at time t (Aral et  al. 2009). The authors conclude that not accounting for 
selection by using PSM would lead to a 700% over-estimation of the treatment effect.

Arpino et al. (2017) combined social network data with PSM and analyzed effects of 
countries’ GATT membership (General Agreement on Tariffs and Trade) on global eco-
nomic interdependence. Units of analysis where 1319 country dyads in the year 1954. 
The outcome of interest was the log of trade flows in the respective dyad at t + 1. Their 
study is an important substantial contribution to the field, but also to the methodologi-
cal problem of applying propensity score methods to network data. When predicting the 
propensity score, Arpino et al. (2017) controlled for a set of network statistics such as 
a node’s degree-centrality and local and global clustering. The authors assume that the 
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statistical non-independence of dyads would be controlled when computing the treat-
ment by accounting for the network characteristics in the selection model.

Propensity score matching methods of causal inference for networks imply the ‘no inter-
ference’ assumption: subjects are independent of each other and there is no diffusion of 
information from treated to control cases (VanderWeele and An 2014). More precisely, the 
stable value treatment assignment assumption (SUTVA) states “… that the value of Y for 
unit i when exposed to the treatment w will be the same no matter what mechanism is used 
to assign treatment w to unit i and no matter what treatments the other units receive” (Guo 
and Fraser 2010: 35). In other words, it is assumed “… that there is no contamination, no 
information shared, between treated and untreated matched samples …” (Barringer et al. 
2014, p. 18). Ruling out contamination and diffusion is obviously difficult in social net-
work studies, but the problem also affects studies on school classes where networks remain 
unobserved, but social processes which could be represented by networks nevertheless 
exist!

A revealing example of how information spreads through networks and thereby affects 
non-treated subjects comes from a smoking-prevention intervention study. Regarding inter-
ference itself as the outcome of interest, the study showed how friendship ties significantly 
increased the log odds of receiving information from an intervention brochure (An and 
VanderWeele 2019). Whilst interference is a nuisance in many research settings when 
it violates the SUTVA, it is here the outcome of interest. An (2018) explicitly measured 
information-diffusion in the survey, but admits that “… treatment diffusion data may not be 
readily available” in most studies (An 2018: 172).

Figure 1 shows a school-class network where black lines represent ties of schoolwork 
collaboration and grey lines children’s friendships. Having network ties in two different 
dimensions—friendship and schoolwork collaboration—is called “multiplexity” in social 
network terminology. The issue of contamination and shared information becomes obvious 
in Fig. 1: dyad 1 is just a friendship, there is no “treatment” by joint schoolwork collabo-
ration. If both students in dyad 2 benefit from collaboration (see below), then also dyad 
1 will show an average increase in competence because the upper-left actor of dyad 2 is 
also involved in the untreated dyad 1. There is contamination between these two dyads. 

Fig. 1   Multiplex network of 
friendship (grey lines) and 
schoolwork collaboration (black 
lines)
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Furthermore, information from a treatment could also pass several steps through the net-
work. Violation of the SUTVA might be an issue in the studies of Aral et al. (2009) and 
Arpino et al. (2017), where this problem has not been systematically discussed.

Units of the following PSM analysis are dyads. The specific characteristic of collabora-
tion networks is the (potential) mutual benefit of both actors in a collaborative dyad. Fig-
ure 2 shows four possible dyadic constellations A–D of a collaboration effect in school-
work networks.

In scenario A of symmetric collaboration, the dark grey small circles indicate a gain in 
competence for ego and alter. This the ideal case of collective good-generation. In scenario 
B there is an asymmetric, unidirectional transfer of competence from the left to the right 
actor. Scenario C is asymmetric as well, but due to the collaboration also the left actor 
further increases his or her competence, since explaining academic issues usually leads to 
a consolidation of skills and knowledge also at the sender’s side. Finally, the sender in D 
benefits, but does not succeed in transferring competence to the potential receiver.

There is a specific problem of causal inference of dyadic collaboration-effects in a net-
work N. With respect to the average benefit in a dyad, the empty dyad {d, i} ∈ N in Fig. 2 
benefits from the collaboration in {c, d} ∈ N, even though actors in {d, i} ∈ N do not collab-
orate. If, however, collaboration generates a collective good the outcome is dyadic. While 
this is not a problem for the SAOM (see below) because it is actor-oriented, it has conse-
quences for propensity score matching based on dyads. Propensity score weighting regres-
sion, in contrast, allows addressing this problem by controlling the relevant covariates.

1.2 � Modeling approach

Figure 3 summarizes the analytical approach graphically. The first step is the SAOM. 
In step 2, a probit p* model will be estimated to predict the selectivity of ties in school-
work networks also by parental contact and children’s friendship (Table 1). Since the 
causal order between ties in these network dimensions could also be reversed, observed 
values of the respective independent variable (friendship, parental contact) have been 
replaced by an instrumented variable, where the instruments are derived from the mod-
els in Table 6 in the “Appendix”. Ties in the parental contact and friendship network 
have been predicted by network self-organization (Lusher et al. 2013; Windzio 2015), 
namely by network structural effects of mutuality, 2-in- and 2-out-stars, transitive and 
cyclic triads and same-sex (the latter in the parental contact network only). What is the 
reason to estimate the models in Table 6 (“Appendix”)? They predict the propensity of a 
tie in a friendship or parental contact network basically by ‘network self-organization’. 
Results are instrumented variables, which will be used as explanatory variables in the 

Fig. 2   Modes of competence 
generation in collaborative in 
dyads. A Both actors benefit; 
B one is sender, the other is 
receiver, only the receiver 
benefits; C one is the sender, 
the other is the receiver, both 
benefit, D sender tries to explain 
and benefits, but the receiver is 
desperate
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probit model in Table 1, instead of the observed network ties (Windzio 2015, and see 
below). 

These models allow a good prediction of the propensity to form a tie in the school-
work collaboration network used in the matching analysis. Propensity scores are pre-
dicted separately for different subgroups in order to get the conditional average treat-
ment effect on the treated (CATT) in step 2 (columns (2) and (3) in Table  1). The 

Fig. 3   The analytical approach in three steps

Table 1   Ties in schoolwork networks

Probit p* model t1 (missings at t2 excluded)
 + p < 0.10, *p < 0.05, **p < 0.01, ***p < 0.001

(1) (2) (3)

All At least one migrant Whole day school
Parental contact (log) (IV) 0.126*** 0.132*** 0.074
Friendship (IV) 0.847*** 0.777*** 1.231***
Ego lives close to alter 0.366*** 0.613*** 0.438***
Similarity in GPA 0.047 0.135+ 0.049
Same sex 0.457** 0.551* 0.505+

Similarity in number of books At home/100 0.023 0.024 0.030
Similarity in negative learning self-concept 0.077+ 0.097 0.060
Mutuality 1.728*** 1.818*** 1.573***
2-in-stars − 0.122*** − 0.049 − 0.133**
2-out-stars − 0.083 − 0.100 − 0.082
Transitive triads 0.561*** 0.616*** 0.496***
Cyclic triads − 0.986*** − 1.268*** − 0.826***
Constant − 2.115*** − 2.159*** − 2.510***
N 6170 2806 2876
r2 0.506 0.502 0.518
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subgroups of the CATT are dyads with at least one migrant, and dyads in whole-day 
schools.

In the first approach, stochastic actor-based models of co-evolution of networks and 
behaviour are applied to disentangle effects of selection and influence in longitudinal 
network data (Snijders et  al. 2010). Losing a large amount of data in the SAOM is 
prone to bias, which is why, secondly, propensity score matching is used (step 2). This 
method is based on the ‘stable unit treatment value assignment assumption’ (SUTVA): 
there should not be any interaction between units from treatment and control group 
(Morgan and Winship 2007; Gangl 2010). Moreover, having social network informa-
tion in the data allows at least to control for the embeddedness of dyads in the sur-
rounding social network—e.g. in transitive and cyclic triads, 2-in- and 2-out stars and 
patterns of mutuality. This will be the third approach, the propensity score weighting 
regression model (Guo and Fraser 2010) (step 3).

What are the advantages of propensity score weighting regression?

1.	 Predicting the propensity score by a p* model for ties in networks takes the statistical 
non-independence of dyads into account. However, also the final estimation of the aver-
age treatment effect on the treated (ATT) assumes statistical non-independence of dyads. 
By using propensity score weighting regression researchers can control for a large set 
of independent variables in the second step, and thereby can take the embeddedness of 
a dyad into the surrounding subnetwork into account, e.g. diffusion of information of 
the treatment ‘schoolwork collaboration’ via friendship networks. Arpino et al. (2017: 
545) mention propensity score weighting regression as an option, but regret at the same 
time: “Unfortunately, there is little guidance on how to select between propensity score 
methods”. Maybe, also their study could have benefited from the advantage of including 
further control variables in a regression model.

2.	 The propensity score weighting regression model can account for the multiplexity of 
social networks (VanderWeele and An 2014: 370) by including these networks into the 
final estimation. Depending on the research question, contact and interference (Vander-
Weele and An 2014: 353) in different network dimensions and in various forms, also 
between treated and untreated, can be included into the final model.

3.	 In a longitudinal setting, the final estimation of the ATT can account for a lagged 
dependent variable in the propensity score weighting regression and thereby allows at 
least for a testing of the causal effect (VanderWeele and An 2014: 366). Furthermore, 
a longitudinal analysis can use a differences-in-differences (DiD) estimator, which is a 
further advantage in the identification of a causal effect.

4.	 Controlling for the network embeddedness in propensity score weighting regression is 
particularly important if bias-reduction due to propensity score matching is insufficient. 
Appropriate matching usually reduces bias for (observed) variables that induce the 
selectivity of the treatment. In some cases, however, the matching procedure does not 
sufficiently reduce the bias for indicators of network embeddedness, which might be due 
to a strong dependence of observations in networks. Instead of simply accepting insuf-
ficient bias reduction for network indicators and just proceeding with propensity score 
matching, or abstaining from causal analysis, propensity score weighting regression 
allows controlling for these network indicators in the final prediction of the outcome of 
interest.
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1.3 � Data and measurement

Our school-survey collected three wave panel-data on 1676 students between 2010 and 
2012 in grades 5–7 in two cities in northern Germany (Windzio 2018). Respondents were 
10–12 year-old pupils. The population consisted of 149 fifth-grade school-classes, out of 
which 94 classes in 55 registered schools participated in the first wave (time 1 in 2010). The 
response varied between these three waves; 1087 children in 58 school-classes completed 
the questionnaire in wave 2, and 1561 children from 65 classes in wave 3. The majority 
of school principals was willing to cooperate, but teachers could decide on participation. 
Non-response occurred predominantly at the class-level. At the children’s level, response 
rates varied between 75.4% (wave 1 in 2010), 80.4% (wave 2 in 2011) and 80.4% (wave 3 
in 2012). Only classes where either N = 17 or 75% of pupils were present during the survey 
were included in the network analysis. Moreover, since the propensity score analysis uses 
longitudinal information for the differences-in-differences estimation (see below), only 
classes that participated in the first two waves could be used. Resulting from this selection 
rule and due to the item non-response in the pupils’ cases, N = 382 pupils, 6170 dyads in 26 
classrooms were potentially available (see “Appendix” Table 5). Moreover, for the SAOM 
the data was limited to classes where information on all three waves were available. Due to 
convergence issues of the SAOM the sample has been limited to 6–12 classes. The mean 
number of students in a class is 23.7 (grade) and 24.4 (well-being), with a range between 
20 and 30, and the total number of students varies between N = 148 and N = 281.

During the class interview pupils filled out the questionnaires under the interviewers’ 
guidance. To guarantee the anonymity of the information clearly visible ID numbers were 
placed on the pupils’ desks during the survey. The respective pupil’s own ID number was 
entered into the questionnaire, and the network contacts with classmates were recorded by 
entering their ID numbers.

2 � Methods

Processes of network self-organization motivate the inclusion of structural parameters in 
models predicting ties in networks. One important self-organizing process in networks is 
closure, especially in terms of transitive triads (Lusher et al. 2013; Windzio 2015). Such 
processes are considered “…’purely structural’ effects because they do not involve actor 
attributes or other exogenous factors. … the network patterns arise solely from the internal 
processes of the system of network ties” (Lusher et al. 2013: 23). We take advantage of the 
‘purely structural’ internal processes by constructing an instrument in step 2 (Fig. 3). This 
variable is the predicted propensity of a tie e.g. by triadic closure (see Table 6, “Appendix”, 
for the models). Only the particular component of a change in x (e.g. parental contact) 
which results from a change in z (e.g. transitive closure) will be used to predict y (e.g. a 
tie in the friendship network) (Morgan and Winship 2007, 190). The instrumental variable 
estimator βIV is thus:

Transitivity-based predictions in the friendship and parental contact networks will be used 
as explanatory variables in the p* model to predict ties in the schoolwork network (Table 6, 

�IV =
dy∕dz

dx∕dz
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“Appendix”). Subsequently, predictions from the p* models in Table 1 will be used to com-
pute a propensity score (Guo and Fraser 2010) (step 2 in Fig. 3). The p* model is a pseudo-
likelihood estimation of the probability of a tie in a network and is a variant of an exponential 
random graph model (ERGM) (Harris 2014: 23).

The first approach to analyse the causal effect of schoolwork collaboration on grades and 
well-being are stochastic actor-oriented models (SAOM) (step 1 in Fig. 3), which disentangle 
the effects of selection into network ties and social influence (Snijders et al. 2010). The algo-
rithm (SIENA) simulates changes of networks between discrete states by assuming continuous 
micro-steps of actors’ decisions between measurements. The resulting coefficients represent 
the log odds of observing a tie in the network and the effects on behavioural change.

For the second approach (step 2 in Fig. 3), propensity scores have been predicted from 
the subgroup-specific probit p* models in Table  1. Figure  4 compares the distribution of 
the propensity score between the treated and the non-treated in the overall sample, whereby 
treatment of a dyad is defined as having a tie in the schoolwork network. The overlap of the 
distributions indicates a good condition for propensity score matching analyses. The average 
treatment effect of the treated (ATT) will be estimated in two variants (Gangl 2010): First, 
nearest-neighbour matching with four observations of the non-treated as matches (NN+4) will 
be used to estimate effects on grades or well-being at time 2. The same procedure will be 
applied to compute differences on differences (DiD). The DiD approach also includes a lagged 
dependent variable. Different variants will be estimated by using callipers with values of 0.2 
and 0.01. Callipers are restrictions to the maximal distance between nearest neighbours. If the 
distance is exceeded, cases will not be matched even if they are nearest neighbours (Guo and 
Fraser 2010: 147).

This propensity score will be also used to create the probability weight for propensity score 
weighting (Guo and Fraser 2010: 173) (step 3 in Fig. 3).

𝜔(W, �) = W + (1 −W)
ê(�)

1 − ê(�)

0
.2

.4
.6

.8
1

de
ns

ity

-6 -4 -2 0 2

Propensity Scores (Probits) schoolwork network

non-treated
treated

Fig. 4   Distribution of the propensity sore for both groups
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The propensity score weight ω was constructed by the indicator W of the treatment (0 
or 1), plus 1 minus the indicator W times the probability of the treatment ê, divided by 1 
minus the probability of the treatment ê (Guo and Fraser 2010, p.161).

If relational information on students’ ties is available, we can control for simple forms of 
embeddedness of dyads into the surrounding network. We control for mutuality, 2-in-stars, 
2-out-stars, transitive triads, and cyclic triads in the friendship network. In addition, we can 
measure the number of each student’s friends who belong to the treatment group. Interacting 
this indicator with the treatment status captures at least to some degree the social embedded-
ness and thereby the possible diffusion of information between treated and untreated dyads.

3 � Results

Table  1 shows predictions of propensity scores by three probit p* models. We see that 
the instrumented variable ‘parental contact (log)(IV)’ (predicted by models in Table  6, 
“Appendix”) has a positive and highly significant effect on ties in the schoolwork network 
(all: 0.126***; at least one migrant: 0.132***), except for whole day schools. Similarly, the 
effect on ties in the friendship network is significantly positive in all three models. Ties in 
the friendship network might capture a considerable part of homophily. Spatial proximity 
matters for ties in all three networks: if ego lives close to alter (walk within 5 min) the pro-
pensity of a schoolwork tie is considerably increased (e.g. at least on migrant: 0.613***). 
We also see that the effect of similarity in grade point average is significant (10% level) 
only in the subset of dyads where at least one node is a migrant (0.135 +). As known from 
other social network studies, there is a positive effect of ‘same sex’ on ties in all three 
network-dimensions (all: 0.457**). Similarity in the (negative) learning self-concept and in 
the number of books at home are not significant at the 5% level. There is a strong tendency 
towards mutuality in all three network-dimensions. The effect of 2-in-stars as an indica-
tor of prestige is negative in all three networks, but insignificant in dyads with at least one 
migrant, whereas 2-out-stars are generally insignificant. We find the expected effects of 
transitive (positive) and cyclic triads (negative) for all three models (Robins 2015).

The first approach of the causal analysis is the SAOM (step 1 in Fig. 3). In Table 2 the behav-
iour change variable in Models 1–2 is the grade point average in mathematics, German and Eng-
lish. The outcome in Models 3–4 is the level of well-being in school, ranging from 1 to 10 (see 
Table 5, “Appendix”). There is a significantly positive effect of having or establishing a recipro-
cal tie in the schoolwork network. Similarly, transitive triplets show a positive effect, indicating 
the common tendency towards triadic closure. Aside from that, there are not any other signifi-
cant effects in the network-parts of the models. In the behavioural change-equations (grades and 
well-being in school) we find negative quadratic shape effects in Models 1–2. Accordingly, there 
seems to be a significant decrease in average academic performance over time.

The most important information is the absence of effects of networks on behaviour in 
the dimensions ‘grades’ and ‘well-being in school’. If there were noteworthy social influ-
ence via grades or well-being, we would have found positive effects of ‘total alter’ and/or 
the ‘average alter’—which is not the case. What would positive effects indicate? In case 
of ‘total alter’ it would mean that ego adapts to the sum of respective behaviour values of 
those alter with whom ego is connected, ‘averge alter’ is the average of these values.

The number of networks used in the meta-analysis varies between k = 6 (148 students) 
and k = 12 (N = 281 students), depending on the number of non-converging schoolwork-
networks which were all of comparatively low density. Overall, the survey data includes 21 
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school-classes with data for 3 waves, so the loss of data is considerable, and might not be 
at random.

Table 3 shows the results of the propensity score matching analysis (step 2 in Fig. 3). 
Differences-in-differences (DiD) test whether the outcome in a dyad has increased between 
t1 and t2 due to school-work collaboration. The propensity score has been estimated from 
the probit p* model for schoolwork networks at t1 (see Table  1). In the lower panel of 
Table 4, conditional average treatment effects on the treated (CATT) are shown for dyads 
where at least one node is of migrant background, or where students learn in whole-day 
schools (see Table 1, model ‘at least one migrant’, and model ‘whole day’).

Results in Table  3 are again pessimistic about effects of schoolwork collaboration 
on both grades and well-being. Balancing the sample by matching leads to an insignifi-
cant ATT on grades (− 0.029, t = − 0.56). The DiD is insignificant as well, and small 
in magnitude (0.011, t = 0.35). Moreover, there even tends to be a negative effect of the 
DiD estimator of schoolwork ties on well-being (−  0.277, t = −  1.76 +). This general 
pattern does not change when we introduce calipers of the 0.2 or 0.01. The CATTs are 

Table 2   SAOM-Effects on ties in homework networks, grades and well-being

Results of SIENA co-evolution model and random-effects meta-analysis, grades 5, 6, 7; k = no. of networks; 
N = no. of students
+ p < 0.10, *p < 0.05, **p < 0.01, ***p < 0.001

(1) (2) (3) (4)

Schoolwork 
network and 
grades

k = 12, N = 281

Schoolwork 
network and 
grades

k = 11, N = 257

Schoolwork 
network and 
well-being

k = 11, N = 264

Schoolwork 
network 
and well-
being

k = 6, N = 148
Schoolwork network
 Rate homework (p. 1) 3.238*** 3.320*** 3.030*** 4.047**
 Rate homework (p. 2) 3.199*** 3.480*** 2.625*** 3.294**
 Outdegree (density) − 2.591*** − 2.705*** − 2.914*** − 2.971***
 Reciprocity 1.903*** 1.853*** 2.331*** 2.286***
 Transitive triplets 0.484*** 0.538*** 0.516*** 0.479**
 Both are migrants 0.224 n.s 0.307 n.s 0.334 +  0.136 n.s
 Grade/well-being alter 0.030 + 0.026 n.s 0.108 n.s 0.085 n.s
 Grade/well-being ego 0.008 n.s 0.013 n.s 0.010 n.s 0.042 n.s
 Grade/well-being similarity 0.503 n.s 0.631 n.s 1.202 + 0.991 n.s

Behavior change: grade/well-
being

 Rate grade/well-being (p. 1) 21.58** 18.09* 7.164** 4.702*
 Rate grade/well-being (p. 2) 27.99** 19.13* 3.545*** 3.692**
 Grade/well-being lin. shape − 0.017 n.s − 0.019 n.s − 0.004 n.s 0.081 +

 Grade/well-being quadr. 
shape

− 0.003* − 0.003** − 0.069* − 0.088 n.s

 Grade/well-being total alter 0.000 n.s – 0.014 n.s –
 Grade/well-being average 

alter
– 0.004 n.s – − 0.097 n.s

 Grade/well-being recipr. 
degree

0.005 0.010 n.s 0.084 n.s − 0.038 n.s
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not significantly positive for any outcome; there is no evidence of a benefit from being 
involved in schoolwork-dyads. In contrast, the effect of schoolwork collaboration even 
turns negative in whole day schools when we introduce a caliper of 0.01 (−  0.270, 
t = − 2.97**).

Objections against this analysis could be that (a) the estimation violates the SUTVA 
and (b), also untreated dyads will gain in competence (averaged between ego and alter) 
if at least one node is connected to a (successfully) treated dyad (see Fig. 2). If network 
information is available, it can be used to mitigate the consequences of the SUTVA vio-
lation when estimating the ATT (An 2018). The propensity score weighting regression 
(Guo and Fraser 2010: 161) allows controlling for the embeddedness of dyads into the 
surrounding network, which can be particularly important if the amount of bias reduc-
tion due to matching is insufficient. For instance, according to a common rule of thumb, 
a remaining residual bias after matching of 5–8% is acceptable [but recent studies have 
shown that the balancing should be better (Gangl 2014: 261)]. But if the bias is above a 
certain threshold, should researchers then abstain from a causal analysis?

Propensity score weighting regression can control for variables that still show consider-
ably bias after matching. Table 7 (“Appendix”) shows the remaining bias estimated in a 
post-matching test where variables indicating network embeddedness have been excluded 
from the probit model (not shown in Table 1). Table 8 shows the remaining bias when also 

Table 3   Effects of network ties on grades and well-being at t2 and DiD (Δ: differences in means, t: t-statis-
tics), nearest-neighbor propensity score machting

Units are Dyads. Higher values of grade/wellbeing indicate better performance/higher wellbeing

Treatment at t1: 
0 = No schoolwork tie
1 = Schoolwork tie

Grade at t2 DiD (grade) Well-being at t2 DiD (well-being)

ATT (outcome wave 2)
 NN+4
 Nu_t = 5,780_374

Δ = − 0.029
t = − 0.56

Δ = 0.011
t = 0.35

Δ = − 0.148
t = − 1.14

Δ = − 0.277
t = − 1.76+ 

 NN+4, caliper = 0.2
 Nu_t = 5,780_374

Δ = − 0.033
t = − 0.65

Δ = 0.012
t = 0.38

Δ = − .161
t = − 1.24

Δ = − 0.298
t = − 1.90+ 

NN+4, caliper = 0.01
 Nu_t = 5,780_295

Δ = − 0.021
t = − 0.41

Δ = 0.003
t = 0.11

Δ = − 0.117
t = − 0.89

Δ = − 0.243
t = − 1.52

CATT (outcome wave 2) at least one 
immigrant

 NN+4
 Nu_t = 2,592_141

Δ = − 0.050
t = − 0.63

Δ = 0.000
t = 0.01

Δ = − 0.216
t = − 0.99

Δ = − 0.081
t = − 0.34

 NN+4, caliper = 0.2
 Nu_t = 2,592_140

Δ = −  .042
t = − 0.53

Δ = 0.016
t = 0.31

Δ = − 0.250
t = − 1.15

Δ = − 0.085
t = − 0.36

 NN+4, caliper = 0.01
 Nu_t = 2,592_84

Δ = − 0.034
t = − 0.34

Δ = 0.050
t = 0.89

Δ = − 0.122
t = − 0.50

Δ = 0.022
t = 0.08

CATT (outcome wave 2) whole day 
school

 NN+4
 Nu_t = 2,706_161

Δ = − 0.098
t = − 1.20

Δ = − 0.030
t = − 0.63

Δ = − 0.095
t = − 0.49

Δ = − 0.264
t = − 1.27

 NN+4, caliper = 0.2
 Nu_t = 2,706_161

Δ = − 0.108
t = − 1.31

Δ = − 0.032
t = − 0.66

Δ = − 0.109
t = − 0.56

Δ = − 0.215
t = − 1.03

 NN+4, caliper = 0.01
 Nu_t = 2,706_108

Δ = − 0.270
t = − 2.97*

Δ = − 0.120
t = − 2.44*

Δ = 0.390
t = 1.85 +

Δ = 0.147
t = 0.64
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the network variables are included. In the first case, the remaining median bias is 6.7, in 
the second case 8.0, so the remaining bias after matching is at the upper limit. Instead of 
abstaining from the matching analysis, propensity score weighting regression (step 3 in 
Fig. 3) offers the opportunity to control the bias-inducing variables in the final model. In 
order to take the network embeddedness into account in the final prediction of the ATT, 
effects of a dyad’s embeddedness in the friendship network, namely mutuality, 2-in-stars, 
2-out-stars, transitive triads and cyclic triads have been controlled. A further control vari-
able is the number of friendship ties each student has with treated students (‘no. of treated 
friends’). Similar to the embeddedness effects, in combination with an interaction effect 
with the treatment status (‘no. of treated friends X treated’), the main effect controls the 
number of ‘treated’ friendships for those who did not receive treatment—which indicates 
the opportunities for the ‘diffusion’ of treatment information to non-treated cases. In addi-
tion, the analysis controls for whole day schools, the interaction ‘treatment X whole day 
schools’, number of books at home of ego and alter, migration background, negative learn-
ing concept of ego and alter, spatial proximity (ego lives close to either), as well as ego 
for ‘maternal control of leisure time’ and ‘mother helps with schoolwork if needed’ (see 
Table 5, “Appendix” for the coding).

Table 4 shows three models of the propensity score weighting regression models for grades and 
school-related well-being at t2 (Models 1 and 4). Each second model (Models 2 and 5) contains a 
lagged dependent variable, each third model (Models 3 and 6) is based on a DiD estimator. The 
effects of the individual control variables are interesting in themselves, but not interpreted here. 
All models show insignificant effects of the treatment, and in 5 out of 6 models the insignificant 
effect is even negative. Accordingly, also step 3 of estimating a causal effect of ties in schoolwork 
networks does not show any significant effect, neither on grades nor on well-being.

4 � Discussion

The research design in the present study differs from studies discussed above: while e.g. 
Aral et al. (2009) use nodes (individuals) as units of observation, dyads have been analysed 
in the matching analyses of present study. If actor A in a treated dyad improves his or her 
grade, this automatically affects untreated dyads that include A as well. In present study, 
the dyadic characteristic of mean grades or well-being could be disaggregated into nodal 
characteristics—which is impossible for trade flows between countries (Arpino et al. 2017). 
In their study, edge-attributes (trade flows) are of the outcome of interest, whereas here it is 
dyadic node-attributes, namely both actor’s grades and well-being. Node-attributes of ego 
and alter are often of primary interest e.g. in research on social capital, cooperation and the 
consequences of network embeddedness. Providing appropriate methods for such research 
was one motive to develop models for the co-evolution models of network and behaviour 
in the SAOM.

It is controversial whether the SAOM of co-evolution actually is a causal model. Ragan 
et al. (2019) have shown that SAOM-results are similar to conventional methods of panel 
analysis. In econometrics, panel analysis is an approach to causal analysis when only obser-
vational, non-experimental data is available (Brüderl and Ludwig 2014). In this respect, also 
SAOMs are an approach to causal analysis, even though causal interpretations will always 
remain open to easy criticism if the study design is non-experimental. Alternatively, PSM is 
useful in limited data-situations where non-convergence of SAOMs would result in loss of 
many networks, e.g. when networks are sparse. PSM is based on the SUTVA assumption, 
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which becomes obvious when researchers collect information on social networks. Strictly 
speaking, the problem of the SUTVA is relevant to any kind of causal inference using 
school-class data or otherwise clustered data, where networks exist, but network information 
was ignored in the data collection. Researchers usually address statistical non-independ-
ence of observations by applying multilevel models, but these models do not appropriately 
account for the diffusion of information within clusters, e.g. in subnetworks.

Please note that the approach suggested in this paper is rather conservative because 
untreated dyads in a network consists of nodes involved in other dyads, which can be 
treated (see Figs. 1, 2). Hence, if there were a treatment effect due to schoolwork collabo-
ration, also untreated dyads would benefit, which reduces the estimated effect, even though 
propensity score weighting regression is able to control for many confounders.

5 � Conclusion

The SAOM for the co-evolution of schoolwork networks and grades/well-being did not 
show significant effects on the outcomes. An obvious limitation of the SAOM is the con-
siderable loss of data, particularly when there are good reasons to assume that the selection 
is informative with regard y and x.

Matching methods do not require strong assumptions, except for the SUTVA. Any 
school- or organization-related causal research should be aware of this assumption and its 
implications. Statistical non-independence becomes obvious in social network data, when 
relational information is available: pupils interact with each other in friendships, during 
leisure time, schoolwork and other kinds of social ties. Since causal effects of dyadic col-
laboration embedded in networks pose a challenge (Figs. 1, 2) for matching methods, pro-
pensity score weighting regression allows to control for potential spill-over effects.

Overall, SAOMs, propensity score matching and weighting analysis did not show any 
substantial average treatment effect on the treated. A problem of the present study is the 
low density of the schoolwork collaboration networks. Effects might be insignificant simply 
because there is not enough information available in these networks. However, if school-
work collaboration networks really had a considerable effect on the outcomes, it should 
become apparent in the statistical models based on around 300 treated dyads (Table 3).

The present study suggested applying propensity score weighting regression, which 
allows for the statistical control of dyadic embeddedness in the wider network struc-
ture, such as transitivity and the number of network ties to subjects from the treatment 
group, which indicates the opportunity structure for ‘diffusion’ of treatment information 
via friendship-ties. Moreover, the model can account for lagged dependent variables and 
differences-indifferences in longitudinal studies.

This problem affects most studies using school surveys. A practical implication of the 
present paper is that school studies should consider collecting networks in clustered data 
situations. Hence, when researchers conduct surveys in (almost) complete school-classes 
and are interested in causal inference they should consider collecting network data in order 
to apply propensity score weighting regression. Maybe, the present study stimulates the 
collection of network data in future studies on organisational contexts, such as schools, 
even if networks are not of primary interest. Propensity score weighting regression pro-
vides a method of causal inference for observational data when the SUTVA is violated.

Future research should think about simulation studies which assess how strongly vio-
lations of the SUTVA affect results. Moreover, researchers should more systematically 
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elaborate the consequences of different research settings for causal inference. Regarding 
the development of causal methods for network data, propensity score weighting regres-
sion can be a fruitful contribution, in particular when data limitations or sparse networks 
impede the convergence of SAOMs or induce severe bias in these models due to systematic 
loss of data (VanderWeele and An 2014: 368).
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Appendix

See Appendix Tables 5, 6, 7, and 8. 

Table 5   Measurements and descriptive statistics from Table 1, N = 382 pupils, 6170 dyads in 26 classes

Measurement Min/Max Mean SD

Friendship Which children in your class are your 
friends?

0/1 0.276 0.447

Parental contact Are your parents acquainted with the other 
children’s parents? So that they sometimes 
meet or phone?

0/1 0.071 0.256

Schoolwork With whom do you sometimes complete your 
schoolwork?

0/1 0.064 0.245

Parental contact (IV) 
(log)

Instrumented: log. of predicted value from 
characteristics of the network environment 
(parents) and same sex

− 7.23/0 − 3.889 1.405

Friendship (IV) Instrumented: predicted value from character-
istics of the network environment (friends)

0.00/0.99 0.271 0.329

Whole-day school Does student attend a whole-day school? 0/1 0.526 0.499
Ego lives close to alter Who lives close to you. within a walk of 

5 min.? = 1. else = 0
0/1 0.048 0.214

Well-being in school t2 Single item: how happy are you in school? 1/10 3.138 1.406
Grade point average 

(GPA) t2
Pupil’s grade point average Maths. German. 

English 1: bad, 6: good
2/6 4.383 0.579

Sex Same sex ego-alter = 1. else = 0 0/1 0.489 0.500
number of books/100 Number of books in the parental household 

(difference ego-alter) /100
0.5/3 1.877 1.126

No. of treated friends Number of ego’s friends who are involved in 
schoolwork collaboration

0/6 1.141 1.132

http://creativecommons.org/licenses/by/4.0/
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Table 6   Determinants of ties in 
friendship and parental contact 
networks, probit p* models 
for building the intrumented 
variables

 +p < 0.10, *p < 0.05, **p < 0.01, ***p < 0.001

Friendship Parental contact

Same sex – 0.635***
Network structure (friends–

parents)
 Mutuality 1.378*** 1.834***
 2-in-stars − 0.120*** − 0.066**
 2-out-starsFR − 0.043*** 0.154***
 Transitive triads 0.274*** 0.279***
 Cyclic triads − 0.358*** − 0.495***
 Constant − 1.180*** − 2.558***

N (Dyads) 28,954 28,886
R2 (McK&Z) 0.629 0.336

Table 7   Bias reduction of Model 1 in Table 3 (grade at t2): network variables excluded

*If B > 25%, R outside [0.5; 2]

Sample Ps R2 LR χ2 p >  χ2 MeanBias MedBias B R %Var

Unmatched 0.333 967.37 0.000 84.0 49.0 201.5* 0.49* 80
Matched 0.008 8.51 0.290 6.2 6.7 21.3 1.47 0

Table 8   Bias reduction of Model 1 in Table 3 (grade at t2): network variables included

*If B > 25%, R outside [0.5; 2]

Sample Ps R2 LR χ2 p > χ2 MeanBias MedBias B R %Var

χ2 0.537 1560.69 0.000 79.9 57.8 257.9* 2.06* 67
χ2 0.014 14.04 0.298 8.8 8.0 27.4* 1.09 22
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