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#### Abstract

Online activities such as social networking, online shopping, and consuming multi-media create digital traces, which are often analyzed and used to improve user experience and increase revenue, e. g., through better-fitting recommendations and more targeted marketing. Analyses of digital traces typically aim to find user traits such as age, gender, and nationality to derive common preferences. We investigate to which extent the music listening habits of users of the social music platform Last.fm can be used to predict their age, gender, and nationality. We propose a feature modeling approach building on Term Frequency-Inverse Document Frequency (TF-IDF) for artist listening information and artist tags combined with additionally extracted features. We show that we can substantially outperform a baseline majority voting approach and can compete with existing approaches. Further, regarding prediction accuracy vs. available listening data we show that even one single listening event per user is enough to outperform the baseline in all prediction tasks. We also compare the performance of our algorithm for different user groups and discuss possible prediction errors and how to mitigate them. We conclude that personal information


[^0]can be derived from music listening information, which indeed can help better tailoring recommendations, as we illustrate with the use case of a music recommender system that can directly utilize the user attributes predicted by our algorithm to increase the quality of it's recommendations.
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## 1 Introduction

Everyday online activities such as using social networks or microblog services or shopping and consuming media leave digital traces, that indicate products or topics the user is interested in. These traces are recorded and many services use systems to recommend new items based on items the user selected or rated in the past (e.g., the social music platform Last.fm or the online movie streaming service Netflix) [15].

It has been shown that many of the digital traces that are left by the users can also be exploited to predict additional information about them such as predicting a person's location from their tweets [2] or predicting personality traits from Facebook Likes [18]. In this work, we focus on digital traces on the social music platform Last.fm, and use various different sources of information either directly from data available via the Last.fm API or extracted from the collected data to infer personal information of users, such as age, gender, and nationality.

We consider this a highly relevant topic with respect to digital media consumption and social media usage behavior for two reasons: on one hand, gaining a better understanding of the users will help in better understanding the contents of the media they are using, and thus help in creating more "semantic" indexing techniques also better supporting users finding what they need. On the other hand, we are interested in how much this seemingly "harmless" and therefore often naïvely and thoughtlessly shared information can be used to derive additional information about the users. This second aspect exhibits direct ties to concerns regarding privacy and profiling.

We build on our previous work on this topic - presented in [19]. In this work, we report insights that go beyond the prior findings and are based on additionally analyzing the obtained results in detail. Specifically, as the success of such a prediction system depends on its performance and accuracy, we analyze the possible negative influences on our algorithm in detail, particularly the influence of the available user data. This allows us to better understand the flaws of our prediction pipeline - especially its dependence on user distribution and similarity - and as a basis for further post-processing steps to mitigate these flaws. We also extended the discussion of related work and provide more details on the dataset we used. Additionally, we describe the use case of a music recommender system that can directly utilize the user attributes predicted by our algorithm to increase the quality of it's recommendations.

More specifically, we investigate the following research questions:

[^1]- (RQ3) What kind of errors are made by our prediction pipeline and how can they be explained and mitigated?
- (RQ4) How can the user attributes predicted by our algorithm be used to increase the quality of a music recommender system?

The results of our proposed approach can be utilized to enrich the input for recommender systems (e.g., to replace missing values for collaborative filtering approaches) or directly for recommending new items (e. g., artists that are popular in the country or within the age group of the user). In further steps the system could also be used to directly predict topics (e. g., genres) or items (e. g., artists or songs) the user is interested in, thus improving the user experience.

The remainder of this paper is structured as follows. In Section 2, we discuss literature related to the prediction of user traits from digital traces. Section 3 provides a detailed description of the dataset used in our experiments. We introduce the actual algorithm for predicting user traits in Section 4. In Section 5, we describe the experiments performed and the results gained, which are then analyzed in detail in Section 6, especially with regard to possible errors and how to mitigate them. A short example use case that illustrates how the predictions produced by our system can be utilized to improve music recommendations is then given in Section 7. Finally, in Section 8 we wrap up the paper with a conclusion and an outlook on future work.

## 2 Related work

In this section, we discuss work on automated prediction of user traits from digital traces, structured according to the source of collected user traces. Additionally we present work on applications utilizing these user traits, e. g., to improve the performance of recommender systems.

### 2.1 Prediction of user traits

Kosinski et al. [18] show that user traits can be predicted based on the Facebook Likes of a person. The predicted values include basic profile information, such as age and gender, but also highly personal attributes, such as sexual orientation, ethnicity, political views, and personality traits. The prediction is based on the Likes of 58,000 Facebook users, for whom demographic profiles and psychometric tests are available. A follow-up study, conducted by Youyou et al. [39], shows that personality judgments made from Facebook Likes can be even more accurate than those of close friends or family members. Golbeck et al. [9] show that the personality of Facebook users can even be predicted based only on their publicly available profile information. Finally, Ortigosa et al. [23] predict the personality traits of Facebook users from indicators such as the number of friends and the number of posts per month.

The algorithm described by Cheng et al. [2] estimates the location of Twitter users based on the text of their tweets. The estimation is entirely content-based and does not rely on meta-data, such as profile or network information. The proposed algorithm is trained on Twitter users in continental USA whose locations are known and then predicts the user location by inferring probabilities for cities from the microblogs. In their experiment, Cheng et al. report that $51 \%$ of the users were placed within 100 miles of their actual hometown. Conover et al. [6] show in their work that using content analysis (e.g., analyzing
the text of Tweets) or network analysis (e. g., constructed from Retweets) can be used to predict the political alignment of Twitter users. In [36] Volkova et al. predict perceived psycho-demographic attributes - including age and gender - for Twitter users based on their interests. It is shown that for some user attributes the user interest (extracted from the accounts the users follow) allows to extract results very similar to state-of-the-art contentbased approaches (that utilize Tweet texts). This approach can still be used if it is not possible to collect texts created by the users (e.g., due to account settings).

Predictions of user traits can also be made from usage patterns of mobile phones: In [7], de Montjoye et al. use mobile phone logs to predict the personality of the phone owner. The indicators calculated from the logs include the number of calls, time to answer a text, calling routines, and number of interactions per contact. In the work of Malmi et al. [22] six different binary user traits (including age and gender) are predicted based on the apps the smart phone users install. Additionally they analyze which apps give the most information for the prediction tasks and show that, e.g., Snapchat is highly indicative for young users ( 32 years and younger) or that period-tracking apps are helpful for predicting gender.

Most closely related to our paper is work that exploits Last.fm data to predict listener characteristics. Liu et al. [21] estimate the gender of Last.fm users based on their listening history. Additionally, the age is estimated in a binary form as under or above 24 years. The features for the classification are constructed purely from the listening events of the user and are based on three factors: the listening timestamps, the meta-data of the song and the artist (e.g., artist and song tags), as well as signal features of the songs. For both tasks, a support vector machine classifier (SVM) with RBF kernel is used and the average of five runs with $80 \%$ of the users as training set is reported. The accuracy for age is $71.1 \%$; the accuracy for gender is $66.1 \%$.

The approach described in the work by Wu et al. [38] estimates gender and age of Last.fm users based on music meta-data. Their algorithm uses the songs that the user most frequently listens to. In contrast to Liu et al., the approach does not exploit temporal information, nor any audio-based features. The authors describe two different ways to generate features for the user: Term Frequency - Inverse Document Frequency (TF-IDF) combined with Latent Semantic Indexing (LSI) and Gaussian Super Vectors (GSV). For both tasks, SVM with RBF kernels are used in a two-fold cross validation. The reported accuracy for gender estimation is $78.87 \%$ and $78.21 \%$ for GSV and TF-IDF, respectively. For age estimation a mean absolute error of 3.69 and 4.25 is reported for the GSV and the TF-IDF approach, respectively.

In contrast to these two existing works [21, 38], our main contributions are: (i) we present a novel approach for the prediction of user traits from music listening habits that combines multiple sources of information and uses PCA-compressed TF-IDF-like features, (ii) we also support the prediction of user nationality, (iii) we conducted experiments with users with a very limited number of listening events to assess performance in cold-start situations; (iv) we compare different machine learning classification and regression algorithms; (v) we analyzed the predictions of our approach in detail; and (vi) we present an example application of the user attributes predicted by our algorithm.

### 2.2 Application of user traits

In [30] and subsequently in [31] it is argued that music recommender systems often fail to produce satisfiable results, because they do not use all the information needed to find the music that perfectly fits the current situation, i. e., a user's mood or location. Specifically,
music perception is influenced by four different factors: music content (e. g., rhythm), music context (e.g., semantic labels), user context (e. g., mood) and user properties (e.g., music preference, age, gender, etc.). To produce better fitting music recommendations all of these factors should be considered by a recommender system. The user traits that are predicted by the algorithm described in this paper - which are part of the user properties - can therefore be used to improve music recommendations, if these pieces of information are not (or only party) available (e. g., to compensate missing profile information).

In [8] Fuller et al. categorized users of music streaming services into seven distinct groups (personas) depending on the way they use and interact with the streaming services. Examples for these personas are "Active Curators", who often generate and listen to playlists and "Music Epicureans", who are likely to listen to an entire album. The authors also analyzed the similarity between the different personas and additionally found that users with different personas prefer different music streaming services - e. g., Active Curators prefer Spotify, while Music Epicureans prefer YouTube.

Zuang et al. [40] combine diverse sources of information about Flickr users - such as their images, tags, friend list and comments - to estimate the social strength between users. Combining these heterogeneous data the authors construct a social strength graph using a kernel-based learning approach. The authors show that this graph can be used for various different problems such as recommending friends or user groups.

Cheng et al. [1,3] presented a music recommender system that utilizes the user's location-related context in combination with global music popularity trends. The music popularity trends are extracted by collecting tweets with the hashtag \#nowplaying or \#np, using the Twitter API. This information, in combination with information on the music content, outperforms other recommender systems at different locations.

In [4] Cheng et al. present a text-based music recommendation system that provides recommendations that fit both the search term given and the music preferences of the user. The preferences of the user are estimated based on the audio content and the tags associated with songs the user frequently listened to. Similarly, in [5] the authors present a text-based music retrieval system that utilizes user traits to improve music predictions. However, instead of capturing and using the music preferences of the user, the system captures music preferences of different age groups and genders. These preferences are then used to re-rank the recommended items based on the age and gender of the current user. This approach illustrates another way the user traits predicted by our system could be used, i.e., to predict the age and gender for users that did not enter this information in their profile. It is also possible to use country-specific preferences to improve the recommendations.

## 3 Dataset

The dataset used in our experiments is a subset of the LFM-1b dataset ${ }^{1}$ published in [28]. The LFM-1b dataset was created using the Last.fm API, which allows the collection of users' profile information (including age, gender, and country) as well as listening events for these users, where a listening event is defined by user, artist, album, track identifiers, and a timestamp. The time period of included listening events is January 2005 to August 2014.

[^2]The data for the LFM-1b set was acquired by first fetching the overall 250 top tags, ${ }^{2}$ to, in turn, gather their top artists. ${ }^{3}$ For these artists, the top fans ${ }^{4}$ were retrieved, which resulted in 465,000 active users. Subsequently, the listening histories of a randomly chosen subset of 120,322 users $^{5}$ were obtained. Please note that some of the Last.fm API endpoints are deprecated.

The LFM-1b dataset additionally includes scores describing the listening behavior of the users. These scores include novelty, i. e., percentage of new artists in a specific time period, "mainstreaminess", i. e., how well the preferences of the user fit to the average preferences of all users, and different listening counts, e. g., the absolute number of distinct artists the user listened to, the average number of events per week, and the relative number of events for one specific day of the week.

### 3.1 Dataset selection and characteristics

Discarding from the LFM-1b dataset users with missing demographic information or less than 500 listening events, 12,181 users remained for our experiments. For these users a total of $6,736,824$ listening events - including 818,814 individual artists - are contained in the original dataset and are used in our experiments. The resulting subset of the LFM-1b dataset is available for download, ${ }^{6}$ which contains LFM-1b user identifiers and demographics.

This allows to use the same dataset for all three prediction tasks (age, gender, and country). The restriction to users with at least 500 listening events ensures that all users have the same number of listening events for the experiments with listening event subsets (see Section 3.3).

In addition to the information provided in the core LFM-1b dataset, we extracted weighted artist tags for the artists in the LFM-1b subset used in our experiments, again exploiting the Last.fm API. ${ }^{7}$ Examples for such tags include genre information (e.g., "rock") and music characteristics (e.g., "female vocalist"). Additionally, these tags contain a weight from 0 to 100 . We use these weighted tags later in our experiments for the prediction of the user traits and to identify artists that produce similar music.

The dataset used in our experiments eventually contains users from 144 countries with $72.5 \%$ of them being male and the average age being 25.6 years. In terms of number of users, the top countries in our dataset are: USA (19\% of all users), Russia ( $8.9 \%$ ), Germany ( $8.4 \%$ ), Brazil ( $7.9 \%$ ), Poland ( $7.8 \%$ ), Great Britain ( $7.8 \%$ ), and the Netherlands ( $2.6 \%$ ). This distribution is similar to the distribution among the users in the entire LFM-1b dataset [29].

### 3.2 Balanced gender dataset

Due to the high share of male users in the dataset the baseline for the accuracy of gender prediction is rather high ( $72.5 \%$ ). Although the best classifiers perform significantly better

[^3]( $81.4 \%$, cf. Section 5.4), it is difficult to assess the performance of these classifiers. To overcome this problem when investigating the first research question for gender, during all experiments for gender prediction, we created multiple datasets, for which the users are filtered by selecting all female users and randomly selecting exactly as many male users. The datasets resulting from this procedure contain a total of 6,698 users (compared to the 12,181 users of the entire dataset) with a $50 \%$ share of female users.

### 3.3 Sampling listening event subsets

We sampled small random subsets from the listening histories of users with $1,2,5,10,20$, $50,100,200$, and 500 listening events per user to investigate to what degree the accuracy of predictions depends on the number of listening events used for training. The prediction results gained from these subsets build the basis for our evaluation of RQ2, i. e. to analyze predictions based on very limited data available for each user.

### 3.4 Age groups

For the feature selection and the analysis of results for age prediction the users are split into eight distinct age groups also used in [32]. These groups contain the users in the age intervals [6-17], [18-21], [22-25], [26-30], [31-40], [41-50], [51-60], and [61-100]. Figure 1 shows the distribution of users in these age groups.

## 4 Prediction of user traits

For prediction of user traits, we developed three models, one for age, gender, and country, respectively. Each model is built individually and does not use results from the other models. Furthermore, the models are built entirely from the listening data of the users, meta-data of the artists, and extracted user information. Therefore, e. g., for the prediction of age, the model does not use the gender or the country of the user.

### 4.1 Experimental setup

The prediction models are evaluated with a 10 -fold cross-validation on the dataset introduced in Section 3. All steps for the prediction pipeline (feature selection, feature


Fig. 1 Share of users per age group
vector generation, dimensionality reduction, classification/regression) were individually performed for the different user traits age, gender, and country. The calculations for all steps are based solely on the training set; this also implies that the selected features and the dimensionality reduction rules are different for each fold of the cross-validation.

### 4.2 Feature selection

We construct an individual feature vector for each user which contains elements from three separate sources - the first part is based on artist listening information, the second part on artist tag information, and the third part on additional user information provided as part of the LFM-1b dataset. These three parts are created independently from each other. The first two parts are vector normalized separately, for the third part this cannot be done because of the different ranges for the individual scores as we will explain below. Finally, the three parts are merged to create one feature vector per user ("early fusion").

The first part of a user's feature vector (artist listening information) is created by selecting 10,000 artists based on the number of users that listened to them. The first 5,000 artists that are selected are the artists that have the most different users in the overall training set that listened to them at least once. This also means that the first half of artists is selected independently of the task. The other 5,000 artists are selected based on their number of different listeners in user-groups chosen for the specific task. This means the users in the training set are split into distinct groups and the artists with the most users listening to them for each of the groups are selected. Artists that were selected during the first step or for another user group cannot be selected a second time.

The selection of artists for the prediction of age is based on the age groups introduced in Section 3.4, which means the most popular artists for each age group are selected. For the gender prediction the algorithm chooses the artists with the most male and female listeners, respectively. Finally for the country prediction task the groups comprise the countries with the most users in the training set. The dataset contains 144 different countries, however the feature selection only takes into account the 25 most common countries within the training data to concentrate on the most crucial user groups. For the whole dataset the 25 most common countries contain $88.5 \%$ of all users.

The second part of a user's feature vector (artist tag information) is created by selecting 10,000 tags in the same way as the artists for the first part of the vector. The tags with the most users that listened at least once to an artist associated with this tag (with a tag weight higher than 0 ) are selected. The first 5,000 tags are selected based on the overall training set, while the second half is selected based on the same user groups as for the artists.

The third part of the feature vector contains 42 additional scores for each user, comprising scores for novelty (i.e., how many new artists did the user listen to in a given time period), mainstreamness (i.e., how well do the genre preferences of the user fit to the overall genre preferences of all users in the dataset), and various listening event counts (e. g., the average number of listening events per week). These scores are part of the dataset used and are available for each user.

The differences in the range of the scores makes a vector normalization of the third part pointless. For instance, the novelty scores of a user are calculated in the interval $[0,1]$, while the count values of listening events have no boundary and are above 10,000 for some of the users.

### 4.3 Feature vector generation

The entries for the first two parts of the feature vector of a user are calculated in the form of TF-IDF values for a term $t$ (i. e., an artist or a tag) and a document $d$ (i.e., the listening history of this user) as:

$$
\begin{equation*}
\operatorname{tf}-\operatorname{idf}(t, d)=\left(1+\log \left(f_{d t}\right)\right) \cdot \log \left(\frac{n}{f_{t}}\right) \tag{1}
\end{equation*}
$$

where $n$ is the number of users in the training set, and $f_{t}$ is the number of users with at least one listening event containing $t$, i. e. an event with this artist or with an artist that is labeled with this tag (with a tag weight higher than 0 ).

For artists $f_{d t}$ is simply the number of listening events with the artists, however for tags the value also takes the tag weight into account:

$$
\begin{equation*}
f_{d t}=\sum_{e \in E} w e i g h t\left(a_{e}, t^{\prime}\right) \tag{2}
\end{equation*}
$$

where $E$ is the listening history of the user, $a_{e}$ is the artist of listening event $e$, and weight $\left(a_{e}, t^{\prime}\right)$ is the tag weight for $\operatorname{tag} t^{\prime}$ and artist $a_{e}$, which is 0 , if the artist is not connected to $t^{\prime}$.

### 4.4 Dimensionality reduction

The feature vectors that result from the previous step have a total of 20,042 dimensions, which are reduced in a dimensionality reduction step using Principal Component Analysis (PCA) [14]. The PCA is performed on the combined first two parts of the feature vector (i. e., 20,000 dimensions) to ensure that correlations between artist and tag features can be resolved.

The 42 dimensions in the third part of the vector are not transformed because of their difference in range (cf. Section 4.2). This difference would cause the reduction algorithm to overly concentrate on these feature that contain a much higher variance compared to the other features.

In this step the number of features is reduced from 20,000 to 450 - plus the 42 unaffected features. The new number of features results from adding 50 features as long as the variance gained stays above $1.5 \%$ for the 50 new features - this results in 450 features for each of the three tasks. The dimensionality reduction is performed in Python using the library scikit-learn [24] and the transformation is calculated based solely on the training set. The compressed feature vectors for the test set are then constructed using the same transformation rules.

### 4.5 Predictions for listening event subsets

For the predictions based on listening event subsets (cf. Section 3.3) only the PCAcompressed first and second part of the feature vectors is used. The third part of the vector includes information that is not available in a cold-start-like situation that is simulated with these experiments and can therefore not be used. For instance, the novelty score represents an indicator of how the listening behavior of the user changes over time - an information that the system cannot estimate for a user, who just has one single listening event.

The classification/regression algorithm is trained on the original user vectors containing all listening events for the users in the training set. Based on this model the predictions for
all subsets of the test set are made. Due to the vector normalization the algorithm is able to deal with the different number of listening events and artist tags.

## 5 Experiments and results

To elaborate on RQ1 - i. e. to which extent it is possible to predict age, gender, and nationality of users - we build different supervised models based on the reduced feature vectors resulting from the dimensionality reduction. The models are constructed using a selection of diverse machine learning classifiers and regressors. For this purpose, we use the Java API of the open source library Weka [11]. In this section, we present the results for the individual experiments using the same evaluation methods as in [21, 38] (i.e., mean absolute error for age and accuracy for gender). Our experiments additionally contain predictions for nationality, which are also evaluated regarding accuracy.

We also evaluate the performance of the best classifiers on the reduced listening event subsets - thereby addressing RQ2, which deals with the predictions based on limited data - and the datasets with balanced gender share. We compare the results for all tasks to a baseline (detailed below) to help interpret their quality.

### 5.1 Learning algorithms

For the prediction of the results a variety of different supervised classification and regression techniques are used. The following algorithms achieved the best results:

Support Vector Machines (SVMs) separate two classes by defining a border function in a potentially higher dimensional space such that data points from the two classes lie on the different sides of the border. SVMs can also be used in regression tasks by creating a function such that all data points fall within a given maximum error margin. In both cases the class or value for a new data point is then predicted with the generated (border-)function. For our experiments the predictions are made using implementations of the Sequential Minimal Optimization algorithm (SMO [12, 17, 25] and SMOreg [33, 34]).

M5P $[26,37]$ is a decision tree algorithm enhanced with linear regression, which can be used as a decision criterion for some of the nodes within the tree. Based on this algorithm, M5Rules [13, 26, 37] creates a decision list that is filled with rules from decision trees built with M5P.

Linear regression generates a regression function as a linear combination of the features. Similarly logistic regression [20] predicts the class of a data point based on a linear combination of the features. We use the two logistic regression algorithms Bayesian Logistic Regression and Simple Logistic.

Naïve Bayes [16] and DMNBtext [35] use Bayes' theorem to predict the class of a new instance based on the probabilities for the different classes inferred from the training instances.

### 5.2 Baseline

The baseline for the given tasks represents a trivial lower bound for the results of the classifiers. For the classification tasks, the baseline used is a classifier that predicts the majority

Table 1 Mean absolute error for age prediction (best results)

| Classifier | Settings | Mean absolute error |
| :--- | :--- | :--- |
| SMOreg | RBF Kernel | 4.13 |
| SMOreg | Normalized poly | 4.17 |
|  | Kernel |  |
| SMOreg | Poly kernel | 4.20 |
| Linear regression |  | 4.36 |
| M5P |  | 4.40 |
| M5Rules | PUK | 4.40 |
| SMOreg |  | 4.71 |
| ZeroR |  | 6.23 |

class of the training set for all instances of the test set. E. g., for country prediction the baseline is a classifier that predicts the country with the most users in the training set for all users in the test set. In case of a regression task, the classifier predicts the average value in the training set for all instances of the test set - e.g., the average age of the users in the training set. For both cases the calculation is done with Weka's ZeroR classifier [11].

### 5.3 Age prediction

Table 1 shows the algorithms that achieved the lowest mean absolute error for predicting the age of the users. The support vector regression (SMOreg) outperforms all other algorithms with three of the four kernels available for this task. The lowest error (4.1; achieved with the RBF kernel) is $66.3 \%$ of the error achieved with the baseline algorithm. The Linear Regression achieves a slightly better result than M5P and M5Rules. The baseline for this task is 6.2 (calculated with ZeroR).

The results for the age prediction based on the subsets of limited listening events can be seen in Fig. 2. We achieved these results with the SMOreg algorithm using the RBF kernel, which produced the best results for the entire dataset. These experiments simulate a cold-start problem, where the system is presented with almost no information about the user. Therefore the algorithm is only given the information derived from the listening events (i. e., the artist and tag information in the first and second part of the feature vector; c.f.


Fig. 2 Error for age prediction on listening event subsets

Table 2 Accuracy for gender prediction (best results)

| Classifier | Settings | Accuracy |
| :--- | :--- | :--- |
| Bayesian logistic regression | Gaussian prior | $81.36 \%$ |
| SMO | Poly kernel | $81.24 \%$ |
| Simple logistic |  | $80.43 \%$ |
| SMO | Normalized poly | $78.06 \%$ |
|  | Kernel |  |
| SMO | RBF Kernel | $78.33 \%$ |
| DMNBtext |  | $77.22 \%$ |
| SMO | PUK | $76.31 \%$ |
| ZeroR |  | $72.51 \%$ |

Section 4.2) and not the 42 additional scores in the third part of the feature vector, which e. g., contain information on how the user preference changes over time.

Just one single listening event is sufficient to predict the age of the user more accurately than the baseline approach ( 5.8 vs. 6.2). The error of the prediction decreases steadily with an increasing number of listening events. Also, the final prediction that uses all of the available listening events achieves an error even lower than the prediction based on 500 listening events per user.

### 5.4 Gender prediction

The baseline for the gender prediction is $72.5 \%$. As a result of each of the training folds having a majority of male users, this is the share of male users among the dataset (see Section 3). Table 2 shows the performance of the best classifiers for this task. The algorithm achieving the best results is the Bayesian Logistic Regression. This algorithm, which was developed for text categorization, benefits from the features of the feature vectors including clustered TF-IDF values, because TF-IDF weighting is an approach developed as basis for text analysis and text categorization. Both the support vector classifier (SMO) and the logistic regression algorithm (Simple Logistic) achieve results very close to the Bayesian Logistic Regression. The other algorithms yield far lower accuracy.

### 5.4.1 Balanced gender dataset

To compensate for the uneven gender distribution in the dataset, datasets with uniform gender distributions have been created, as detailed in Section 3.2. In order to ensure that the experiments on this dataset are not influenced by the listeners that are randomly picked for classification, the filtering is performed five times, the experiments are performed on each of the resulting datasets, and results are reported averaged over the five runs.

Due to the resampling of the dataset to achieve equal distribution of gender, the baseline for this task is obviously $50 \%$. The results for the three classifiers that performed best on the whole dataset are given in Table 3. We report the average and the standard deviation over the five runs - to assess how representative the average results are. As it can be seen the standard deviation is very low for all three classifiers - the highest value being $0.36 \%$ for the Bayesian Logistic Regression - which shows that the influence of the users selected for each of the experiments on the performance of the classifiers is very low. It can also be seen that all three classifiers perform between $4.2 \%$ (SMO) and $4.5 \%$ (Simple Logistic) worse

Table 3 Accuracy for gender prediction on the balanced dataset (best results)

| Classifier | Settings | Accuracy |
| :--- | :--- | :--- |
| SMO | Poly kernel | $77.06 \% \pm 0.24 \%$ |
| Bayesian logistic reg. | Gaussian prior | $76.91 \% \pm 0.36 \%$ |
| Simple logistic |  | $75.88 \% \pm 0.33 \%$ |
| Baseline |  | $50 \%$ |

than the same classifiers trained on the whole dataset (cf. Table 2), but have to be compared to a much lower baseline. The accuracy for the SMO using a poly kernel is $154.0 \%$ relative to the new baseline; for the complete dataset the Bayesian Logistic Regression achieves a relative accuracy of only $112.2 \%$ compared to the baseline.

The average results for the five runs of the balanced gender subsets using the Bayesian Logistic Regression and the SMO can be seen in Fig. 3. Both classifiers achieve very similar results for all listening event subsets and are able to achieve results better than the baseline with just one single listening event (up to $54.5 \%$ with the SMO classifier). The results improve steadily with additional listening events and also improve from 500 listening events to the overall result. For the experiments using subsets of the listening history of the users, only the features based on artist and tag information (based on the respective subset) are used. The additional user features given in the dataset cannot be used, as they contain information that is not available in a cold-start situation, which is simulated with these experiments.

### 5.5 Country prediction

Our third task is the prediction of the listeners' nationality. The baseline for this task is $19.0 \%$, which equals the share of the most common country (USA) in the dataset. The classifiers that achieve the best results can be seen in Table 4. The two classifiers that perform best are the logistic regression algorithm (Simple Logistic) and the support vector classifier (SMO) which achieve 69.4\% accuracy. The accuracy of the Simple Logistic algorithm is more than 3.6 times as high as the baseline.

The results for the reduced listening events can be seen in Fig. 4, which include the results for the two best performing classifiers for the test set with all events (cf. Table 4). Similar to the predictions for age and for the balanced gender sets, both classifiers are able to beat


Fig. 3 Accuracy for balanced gender prediction on listening event subsets

Table 4 Accuracy for prediction of countries (best results)

| Classifier | Settings | Accuracy |
| :--- | :--- | :--- |
| Simple logistic |  | $69.37 \%$ |
| SMO | Poly kernel | $69.36 \%$ |
| DMNBtext |  | $63.11 \%$ |
| SMO | RBF kernel | $59.97 \%$ |
| SMO | Normalized poly kernel | $59.57 \%$ |
| Naïve Bayes |  | $57.39 \%$ |
| ZeroR |  | $19.03 \%$ |

the baseline with just one single listening event ( $22.2 \%$ accuracy for the SMO) and improve steadily with additional listening events. As described in Section 4.2, these experiments use only the features generated from artist and tag information to simulate a cold-start-like situation.

### 5.6 Comparison of results with existing work

In the related work (cf. Section 2), the works of Liu et al. [21] and Wu et al. [38] have been introduced, which also target the prediction of user traits from music listening data.

The authors of [21] use the publicly available Last.fm 1 K -users dataset to predict the gender and age of the users. This set contains users, for which user traits are missing. For the two experiments, the users, for which the respective trait is missing, are removed from the dataset. All the experiments are evaluated performing five runs with $80 \%$ of the users as training set and reporting the average of the results.

For this experiment we evaluated our approach with five-fold cross-validation, which also represents the average of five runs with $80 \%$ of the users as training set and additionally ensures that every user is part of the test set exactly once. Additional user information as in the Last.fm-1b dataset is not given and could therefore not be used.

For the gender prediction male users are removed from the dataset in order to create a set with a $50 \%$ share of female users. To lower the influence of the selected male users on the result we performed five runs of five-fold cross-validation - selecting different male users for each run - and reported the average result. The result achieved by our system is


Fig. 4 Accuracy for country prediction on listening event subsets
72.9\% (using Bayesian Logistic Regression with Gaussian prior), compared to an accuracy of $66.1 \%$, which is the best result any approach in [21] achieved.

For the age prediction the authors split the user into the two classes "adolescents" (24 years and younger) and "adults" ( 25 years and older). The best result achieved by [21] is $71.1 \%$, compared to $72.4 \%$ achieved by our system (with Bayesian Logistic Regression using Laplace prior).

The authors of [38] use their own dataset to predict the age and gender of Last.fm users. Therefore it is unfortunately not possible to test our approach on their dataset; also the different number of users ( $96,807 \mathrm{vs} .12,181$ users) and the distribution of users (e.g., $66.2 \%$ vs. $72.5 \%$ male users) make a direct comparison of the received results pointless.

## 6 Analysis of results

In this section we introduce a similarity metric for user groups and analyze the results produced by our algorithm in detail. We compare the performance of the algorithm on different user groups and show that some of the errors are linked, e. g., to the user distribution and the similarity between specific user groups in the dataset. This analysis is performed to address RQ3, i. e., to explain and mitigate errors made during the user trait prediction.

### 6.1 User group similarity

To explain some of the relatively good or bad prediction results, we calculate the similarity values between selected user groups in the dataset. A relatively high similarity between two user groups can explain a low accuracy for one or both of the groups, as the classifier might wrongly assign users from one of the groups to the other.

To calculate the similarity between two groups of users we generate a genre vector for each user, sum up the vectors of the users within each group and calculate the cosine similarity between the two vectors. Each entry of a genre vector represents one genre in the list provided by Freebase [10]. From the 1339 genres that exist as tags in our dataset - which are $67 \%$ of the genres listed by Freebase - a feature vector $x$ is generated for each user. The values $x_{t}$ of the vector are calculated as:

$$
\begin{equation*}
x_{t}=\Sigma_{a \in A} \operatorname{count}(a) * \operatorname{weight}(a, t) \tag{3}
\end{equation*}
$$

with $t$ being a tag identified as genre, $A$ being the set of artists labeled with this tag in the listening history of the current user, count (a) being the number of listening events for this artist and the current user, and weight ( $a, t$ ) being the corresponding tag weight. All feature vectors are vector normalized and the final vector for the group is calculated as the sum of these vectors. We then calculate the final similarity value for two groups as the cosine similarity of their vectors.

For the analysis of the country predictions, the similarity between the users from different countries will be used as one way to explain the error between these countries. We assume users from countries with very similar genre preferences might be more difficult to distinguish than users from countries with rather diverse genre preferences.

### 6.2 Age

For the analysis of the age predictions we examined the mean absolute error for each of the age groups (cf. Section 3.4) - shown in Fig. 5. The results show that the error is smaller for


Fig. 5 Mean absolute error for age groups using SMOreg
age groups with a large number of users (see Fig. 1) and for groups closer to the average age ( 25.6 years) and median age ( 24 years). Especially for the groups containing the users with an age of 41 years and above the error increases dramatically. These groups have the highest distance to the average and median age and additionally contain the lowest amount of users.

Table 5 shows for each of the age groups how their users were classified. The cells containing the largest share of users from each age group (i.e., of each row of the table) are in bold. For this table the last three age groups are combined to one group. This is done because these groups contain a very low amount of users (see Fig. 1) - the new combined group [41-100] is still smaller than any of the other groups. Additionally, the regression algorithm does not assign an age of 51 or above (i.e., an age belonging to the last two groups) to any user in the dataset. This is also represented in the relatively low mean absolute error of 3.2 years for users who are 40 years old or younger - compared to the mean absolute error of 17.0 years for users above the age of 40 .

These results show that for all groups a large share of their users is wrongly classified towards the average age ( 25.6 years). For the groups [6-17], [31-40], and [41-100] the largest share of their users is assigned an age belonging to the neighboring group in the direction of the average age. Also the remaining three groups - which have the largest share of users assigned to the correct group - have the highest error in the neighboring group towards the average age.

In comparison with existing work (cf. Section 5.6) we additionally showed that predicting whether a user is above or below a certain age can be done with our our algorithm with a reasonably high accuracy. Depending on the actual task such a classification could be used,

Table 5 Misclassifications between age groups

| Age | Predicted as |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| group | $[6-17]$ | $[18-21]$ | $[22-25]$ | [26-30] | [31-40] | [41-100] |
| $[6-17]$ | $15.8 \%$ | $\mathbf{5 2 . 5 \%}$ | $25.8 \%$ | $4.9 \%$ | $1.0 \%$ | $0.0 \%$ |
| $[18-21]$ | $5.8 \%$ | $\mathbf{4 1 . 9 \%}$ | $41.2 \%$ | $10.2 \%$ | $0.9 \%$ | $0.1 \%$ |
| $[22-25]$ | $1.0 \%$ | $19.9 \%$ | $\mathbf{4 9 . 7 \%}$ | $25.9 \%$ | $3.4 \%$ | $0.1 \%$ |
| $[26-30]$ | $0.0 \%$ | $4.9 \%$ | $34.0 \%$ | $\mathbf{4 6 . 9 \%}$ | $14.0 \%$ | $0.1 \%$ |
| $[31-40]$ | $0.1 \%$ | $1.1 \%$ | $13.1 \%$ | $\mathbf{4 7 . 7 \%}$ | $36.8 \%$ | $1.2 \%$ |
| $[41-100]$ | $0.3 \%$ | $2.0 \%$ | $6.5 \%$ | $25.9 \%$ | $\mathbf{5 4 . 5 \%}$ | $10.8 \%$ |

e. g., when recommending music for users in a certain age range. A similar classification could also be used as the basis for a post-processing step, e. g., to detect users that are older than 40 years.

### 6.3 Gender

During our experiments for gender prediction we created separate subsets containing $50 \%$ male and $50 \%$ female users. While our algorithm gains a lower accuracy for these followup experiments, the results have to be compared to a much lower baseline and show that the algorithm is still able to achieve good results. Table 6 shows the accuracy for male and female users for both of these experiments.

It can be seen that for the experiment on the entire dataset the accuracy for male users (i. e., the majority class) is by far higher than the accuracy for female users ( 37.6 percentage points difference). For the follow-up experiment the accuracy for male and female users is almost equal ( 0.5 percentage points difference). These results show that in principle male and female users are detected with a very similar accuracy and that the results depend on the actual dataset and task.

### 6.4 Country

The results for some of the most common countries are notably better than the overall accuracy for this task - e.g., USA (90.6\%), Brazil (90.5\%), and Poland (89.9\%) - as shown in Fig. 6. However, for Ukraine (31.4\%) and Canada (20\%) the algorithm reaches rather low accuracy values. Furthermore, within the countries with at least 50 users some countries achieve even low accuracy values - e.g., Austria ( $0 \%$ ), Switzerland ( $0 \%$ ), and Ireland (3.7\%).

When examining the error rates between the countries in the dataset with at least 50 users it can be seen that the algorithm confuses these countries with one specific other country. Table 7 shows all error rates where more than one third of the users from one country with at least 50 users is wrongly classified as belonging to one specific other country. It can be seen that all of these six country pairs share a common border.

Additionally the table includes a similarity rank for each of these country pairs. This rank is calculated by aggregating the similarity values for all country pairs for countries with at least 50 users and sorting them in descending order. The dataset contains 36 countries with 50 or more users, which means there are 630 country pairs and the rank is in the interval [1-630].

Three out of the four most similar country pairs are present in this list, which could explain the high error between these countries. Also the misclassification between Austria and Germany (rank 30) and between Ireland and the United Kingdom (rank 37) could be explained with their high similarity in genre preference. However, the error between Switzerland and Germany cannot be explained with their relatively low similarity rank (rank

Table 6 The prediction accuracy for each gender on the entire dataset and on the balanced datasets

| Gender | Prediction accuracy |  |
| :--- | :--- | :--- |
|  | Entire dataset | Balanced datasets |
| Male | $91.7 \%$ | $77.3 \%$ |
| Female | $54.1 \%$ | $76.8 \%$ |



Fig. 6 The prediction accuracy for the 20 most common countries in the dataset

105 out of the 630 country pairs) and seems to be caused by other factors that are not represented by the genre preference similarity. Such factors could be the preference for specific artists or artists with specific attributes (i. e., tags) that is not represented by the genre tags. In fact, besides sharing a border and language with Germany, Switzerland is in itself a diverse country in terms of language and culture, which could result in "grey-sheep" effects in the country profile and a low overall similarity.

In general the error for most countries tends to be towards one specific other country and not spread over multiple countries - one exception is Ireland with high error values towards both the United Kingdom (59.3\%) and the United States (24.1\%). Out of the 50 most common countries 25 have an error rate above $25 \%$ towards one distinct other country and only 10 of these countries have no error rate above $10 \%$ towards one distinct other country. For these 50 countries the highest error towards one specific other country affects on average $28.3 \%$ of all users from this country.

When allowing errors between the six country pairs in Table 7 (e.g., treating Austrian users that are predicted to be Germans as correct predictions, etc.), the accuracy for this task increases from $69.37 \%$ to $73.37 \%$. This accuracy further increases to $75.92 \%$, when we additionally allow errors between the three English-speaking countries USA, United Kingdom, and Australia - which also have highly similar genre preferences.

Table 7 Highest error rates between two countries

| Countries | Error | Similarity rank |
| :--- | :--- | :--- |
| $\mathrm{AT} \rightarrow \mathrm{DE}$ | $72.7 \%$ | 30 |
| $\mathrm{BY} \rightarrow \mathrm{RU}$ | $70.9 \%$ | 4 |
| $\mathrm{IE} \rightarrow \mathrm{UK}$ | $59.3 \%$ | 37 |
| $\mathrm{CA} \rightarrow \mathrm{US}$ | $59.0 \%$ | 2 |
| $\mathrm{UA} \rightarrow \mathrm{RU}$ | $50.2 \%$ | 1 |
| $\mathrm{CH} \rightarrow \mathrm{DE}$ | $46.3 \%$ | 105 |

Depending on the application scenario for which the predictions are used, some of these errors are negligible. For example, when using the nationality prediction in the context of recommender systems, it might be possible to generate clusters for these highly similar countries and create recommendations based on these clusters rather than the actual countries (e. g., predict artists that are popular in the German-speaking countries Germany, Austria, and Switzerland).

In summary, finding out a user's nationality (which is unique to our approach when compared to existing work) allows additional applications than when just knowing gender and age. For instance, recommendations can be made area-specific or language-specific, either for a specific country our several countries grouped based on their similarity. Also different legal regulations of different countries could automatically be taken into account when knowing users' nationality (e.g., parental discretion laws in different countries).

## 7 Use case: improving music recommendation by demographic filtering

To illustrate that demographic information automatically inferred by our approach can actually help improve music recommender systems, we conduct a rating prediction task as follows: we first normalize and scale the playcount values in the user-artist-matrix of the LFM-1b dataset to the range [0, 1000] for each user individually, assuming that higher

Table 8 Root mean square error and weighted mean absolute error employing SVD on the playcounts scaled to [0, 1000], for various demographic user splits

|  | 13194 | $(\mathbf{2 2 , 2 5})$ | 5.521 | 1.852 |
| :--- | :--- | :--- | :--- | :--- |
|  | 7742 | $(\mathbf{2 6 , 3 0})$ | 5.684 | 1.629 |
|  | 5109 | $(\mathbf{3 1 , 4 0})$ | 3.841 | 1.366 |
|  | 1661 | $(\mathbf{4 1 , 5 0})$ | 4.098 | 1.520 |
|  | 595 | $(\mathbf{5 1 , 6 0})$ | 4.043 | 1.577 |
|  | 301 | $(\mathbf{6 1 , 1 0 0})$ | 4.056 | 1.537 |
|  | 10248 | $\mathbf{U S}$ | 5.236 | 1.772 |
|  | 5013 | $\mathbf{R U}$ | 4.995 | 1.771 |
|  | 4577 | $\mathbf{D E}$ | 4.572 | 1.694 |
|  | 4533 | $\mathbf{U K}$ | 4.343 | 1.617 |
|  | 4402 | PL | 8.221 | 2.623 |
|  | 3877 | BR | 8.767 | 3.284 |
|  | 1407 | FI | 4.776 | 1.717 |
|  | 1375 | $\mathbf{N L}$ | 4.053 | 1.444 |
| For user groups highlighted in |  |  |  |  |
| bold face font, an improvement |  |  |  |  |
| can be realized using |  |  |  |  |
| demographic filtering |  |  |  |  |

numbers of playcounts indicate higher user preference for an artist. We then apply singular value decomposition (SVD) according to [27], equivalent to probabilistic matrix factorization, to factorize the user-artist matrix (UAM) and in turn effect rating prediction. In 5 -fold cross-validation experiments, we use root mean square error (RMSE) and mean absolute error (MAE) as performance measures.

To obtain an overall performance score, independent of demographic information, we first conduct an experiment using the set of all users (the full UAM) and report results of the error measures in the first row of Table 8. To investigate the influence of the different demographic characteristics on recommendation performance, we then create respective subsets of users, and perform SVD for each subset individually. Regarding citizenship, we investigate the top 10 countries in the dataset. What we can observe from Table 8 is that such a demographic filtering of users prior to performing rating prediction yields better recommendation performance for the vast majority of user groups.

## 8 Conclusion and outlook

Our experiments show that the listening history of a person allows to infer certain demographic information (RQ1). All three user traits age, gender, and country can be predicted to a substantial degree. For age the regression algorithm achieves an error that is $33.7 \%$ below the baseline error. For the balanced gender prediction and for the prediction of the nationality the increase in accuracy is $54.1 \%$ and $264.5 \%$ over the baseline, respectively. Even with a very small amount of listening events meaningful predictions can be made (RQ2). With an increasing number of events the performance of the classifiers for all three user trait prediction tasks steadily increases. Finally, we have shown that some of the errors made by the system can be explained, e.g., with the similarity between country pairs (RQ3), and be mitigated, e.g., by grouping these country pairs in recommendations. Some of these factors could be utilized to improve the performance of the classifier.

We have shown that our approach can indeed predict additional information about the users of online music listening services, solely from their listening histories. While the broad categorizations can help in tailoring collaborative as well as content-based recommender systems to their user groups and improve recommendation performance (RQ4), given the shown current limitations, however, it seems unlikely to generally predict personal information about the users that can affect their privacy.

While this extension of our earlier work already tackled some aspects, there are still points left for future work. One area that could be explored are additional features, such as additional information about the artists extracted from different sources or content-based features extracted from the most popular songs, provided the respective audio is available. Additionally, listening session-based analyses could allow to create better features especially for deep networks such as recurrent neural networks.
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[^1]:    - (RQ1) To which extent is it possible to predict the age, gender, and nationality of the users based on their listening events and related information (such as how the listening behavior changed over time)?
    - (RQ2) In which way does prediction accuracy depend on the available user data (i.e., the number of listening events)?

[^2]:    ${ }^{1}$ http://www.cp.jku.at/datasets/LFM-1b

[^3]:    ${ }^{2}$ http://www.last.fm/api/show/tag.getTopTags
    ${ }^{3} \mathrm{http}: / / \mathrm{www} . l a s t . f m / a p i /$ show/tag.getTopArtists
    ${ }^{4} \mathrm{http}: / / \mathrm{www} . l a s t . f m / a p i /$ show/artist.getTopFans
    ${ }^{5} \mathrm{http}: / / \mathrm{www} . l a s t . f m / a p i /$ show/user.getRecentTracks
    ${ }^{6}$ http://www.cp.jku.at/datasets/LFM-1b/LFM-1b_subset_MTAP2018.csv
    ${ }^{7}$ http://www.last.fm/api/show/artist.getTopTags

