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Abstract
We study the existence of a connected “branch” of periodic solutions of T -periodic pertur-
bations of a particular class of functional differential equations on differentiable manifolds.
Our result is obtained by a combination of degree-theoretic methods and a technique that
allows to associate the bounded solutions of the functional equation to bounded solutions of
a suitable ordinary differential equation.
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1 Introduction

Consider, on a differentiable manifold M ⊆ R
k , the class of constrained functional differen-

tial equations of the following form:

ẋ(t) = g

(
x(t),

∫ t

−∞
γ b
a (t − s)x(s) ds

)
, (1)

where g : M ×R
k → R

k is a continuous map with the properties that g(x, y) belongs to the
tangent space TxM to M at x for all (x, y) ∈ M ×R

k . The integral kernel γ b
a , for a > 0 and

b ∈ N \ {0} is the gamma probability distribution

γ b
a (s) = absb−1e−as

(b − 1)! for s ≥ 0, γ b
a (s) = 0 for s < 0,

with mean b/a and variance b/a2. The product γ b
a (t − s)x(s) inside the integral must be

understood componentwise.
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Such equations (usually, with M an open subset of Rk) arise naturally in many fields
especially in the study of biological systems see, e.g., [4,5,18,19] and the many references
therein; we mention in particular [6,7] where a model for HIV virus replication is proposed.
See also [9] for a range of applications to the physical sciences.

In this paper we are interested in the periodic response of (1) subject to periodic pertur-
bations. Namely, we consider the following perturbation of (1):

ẋ(t) = g

(
x(t),

∫ t

−∞
γ b
a (t − s)x(s) ds

)
+ λ f

(
t, x(t)

)
, (2)

where f (t, x) belongs to the tangent space TxM to M at x for all x ∈ M and t ∈ R and,
assuming that f is T > 0 periodic in t , we investigate the set of T -periodic solutions of (2).
Recall that, by a T -periodic solution (on R) of (2) we mean a C1 function x : R → M of
period T that satisfies (2) identically.

Speaking loosely, our main result establishes a topological sufficient condition for the
existence of a connected set of nontrivial pairs (λ, x), with x a T -periodic solution of (2)
corresponding to λ, branching out of the set of zeros of the vector field p �→ g(p, p) and
whose closure is not compact. See Theorem 4.6 for a precise formulation. The techniques
used and the results obtained can be seen as a generalization of [3] which is devoted to the
special system arising from a model of HIV virus replication under periodic forcing. Unlike
that paper, though, we do not deal with the local (near the zeros of p �→ g(p, p)) structure
of the set of periodic solutions.

We will develop our analysis using methods inspired to [10,13]. However the techniques
developed in those papers do not apply directly to perturbations of general functional differ-
ential equations but, for the particular form of g considered in Eq. (2) we observe that the
study of periodic solutions can be reduced to the study of the periodic solution of an ordinary
differential equation on a higher dimensional manifold (see Theorems 3.2 and 3.1 below).
Indeed, the main contribution of this paper follows by specializing the techniques of [10,13]
to such ordinary differential equation. This application is made possible by a formula, The-
orem 2.2, for the computation of the degree (or rotation or characteristic) of the associated
vector field (for λ = 0).

The idea behind the construction of an ordinary differential equation associated to (2),
apart from some technical difficulties introduced by the manifold setting, is not new; see,
e.g., [4,8,9,19]. Namely, it will be shown (see Remark 3.4) that the T -periodic solutions of
(2) and of the following ordinary differential equation on the manifold M × R

kb ⊆ R
k(b+1)

correspond in some sense:

ξ̇ = G(ξ) + λF(t, ξ), (3)

where ξ = (x0, x1, . . . , xb) ∈ M × R
kb,

G(x0, x1, . . . , xp) = (g(x0, xb), a(x0 − x1), . . . , a(xb−1 − xb))

and

F(t, x0, x1, . . . , xb) =
(
f (t, x0), 0, . . . , 0︸ ︷︷ ︸

btimes

)
.

Clearly, by a T -periodic solution (on R) of (3) we mean a C1 function x : R → N of period
T that satisfies (3) identically.

The methods of [13] are applicable to (3) since, as we will show, the computation of the
degree of G boils down to the degree of the tangent vector field x �→ g(x, x). We show the

123



Journal of Dynamics and Differential Equations (2022) 34:535–553 537

validity of the last statement using the properties of the degree of a tangent vector field in
combination with approximation results on manifolds. This somewhat technical proof is set
apart in a dedicated section at the end of the paper in order not to divert the reader’s attention
from the main theme.

Our exposition is complemented by a special section, inspired by [2], devoted to techniques
that can provide some visual representation of the set of T -periodic solutions of (2).

We point out that, at the price of some more minor technicalities, the same “reduction”
strategy adopted in this paper could be applied to the more general case when the periodic
perturbation f depends also on a retarded term, with delay that might be fixed or functional
(possibly infinite). Roughly speaking, in these situations one can replace Theorem 4.2 with
existing results appropriate for the type of perturbation considered [12,14]; although it should
be noted that the case of infinite delay perturbation, unlike the finite-delay or no-delay per-
turbation case, requires more regularity assumptions on the perturbing term. Also notice that
some further effort, following [20], would allow a slight generalization of the unperturbed
equations. However, we feel that the these extensions introduce complications cluttering the
simple construction underlying our analysis. For this reason, we will defer a brief discussion
of these ideas to a later section on “Perspectives and further developments”.

2 Basic Notions

In this section we recall a few notions about tangent vector fields on manifolds and on the
notion of degree of an admissible tangent vector field which play a key role throughout this
paper.

Consider amanifoldM ⊆ R
s and letw be a tangent vector field onM, that is, a continuous

map w : M → R
s such that w(ξ) ∈ TξM for any ξ ∈ M. It is known (see e.g. [17]) that

if w is (Fréchet) differentiable at ξ ∈ M and w(ξ) = 0, then the its dwξ : TξM → R
s at

ξ maps TξM into itself. Thus, the determinant det dwξ of dwξ is defined. If, in addition,
dwξ : TξM → R

s is injective (thus, dwξ being a linear map of the finite dimensional vector
space TξM into itself, is also surjective i.e. ξ is a nondegenerate zero) then ξ is an isolated
zero and we get det dwξ �= 0.

Let W ⊆ M be open and assume w admissible (for the degree); namely we suppose that
the set w−1(0) ∩ W is compact. Then, one can associate an integer deg(w,W ) to the pair
(w,W ), called the degree (or rotation or characteristic) of the vector field w in W , which,
roughly speaking, counts algebraically the zeros ofw inW (see e.g. [10,16,17] and references
therein). In fact, when the zeros of w are all nondegenerate, then the set w−1(0)∩W is finite
and we have

deg(w,W ) =
∑

ξ∈w−1(0)∩W
sign det dwξ . (4)

In the general case, the degree is defined by approximation. That is, for an admissible vector
field w in W , the degree is defined by constructing a suitable approximation ν of w in W as
in formula (4) (see, e.g., Proposition 7.2) and by setting deg(w,W ) = deg(ν,W ).

Observe that when M = R
s , deg(w,W ) is the classical Brouwer degree with respect to

zero, degB(w, V , 0), where V is any bounded open neighborhood of w−1(0) ∩ W whose
closure is contained in W . Indeed, all the standard properties of the Brouwer degree for
continuousmaps on open subsets of Euclidean spaces, such as homotopy invariance, excision,
additivity, existence, still hold in this more general context (see e.g. [10]). One could actually
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show that a few of these properties uniquely determine the notion of degree of a tangent
vector field (see [11]).

Let M ⊆ R
k be a differentiable manifold, and let g and f be as in Eq. (2). We will be

concerned with the tangent vector field on the manifold M = M × R
kb given by

G(ξ0, . . . , ξb) = (
g(ξ0, ξb), a(ξ0 − ξ1), . . . , a(ξb−1 − ξb)

)
, (5)

which is associated to Eq. (3).
Our first task will be to derive a formula for the computation of its degree in terms of the

degree of the vector field ĝ : M → R
k , tangent on M , given by

ĝ(ξ) = g(ξ, ξ). (6)

Remark 2.1 Observe that if (x0, . . . , xb) ∈ G−1(0) then ĝ(x0) = 0 and x0 = x1 = . . . = xb.
Conversely, for any x0 ∈ ĝ−1(0), then G(x0, . . . , x0) = 0.

Given an open set U ⊆ M , define the open subset U∗ = U ×R
kb of M ×R

kb. We have:

Theorem 2.2 Suppose the vector field ĝ is admissible for the degree in U. Then so is G,
defined in (5), in U∗ and we have deg(G,U∗) = (−1)kb deg(ĝ,U ).

This result will be crucial in one of the key step (Corollary 4.3) towards our main result.
However, its proof is based on homotopy arguments and approximation techniques thatwould
take us too far from the main topic of the paper. For this reason, the proof of Theorem 2.2 is
deferred to a special section at the end of the paper.

3 Linear Chain Trick

In this sectionwe showhowbounded solutions of Eq. (2) correspond to bounded solutions of a
particular system ofODEs. This fact applies, in particular, to periodic solutions (Remark 3.4).
This correspondence is constructed using a well-known device sometimes called the “linear
chain trick”. In this section we follow essentially the formulation of [19].

Theorem 3.1 Suppose x0 is a bounded solution of (2), and let

xi (t) =
∫ t

−∞
γ i
a (t − s)x0(s) ds, i = 1, . . . , b,

then (x0, . . . , xb) is a bounded solution of (3).

Proof For i = 1, . . . , b the functions xi are obviously bounded; moreover,

d

dt
xi (t) = γ i

a (0)x0(t) +
∫ t

−∞
d

dt
γ i
a (t − s) x0(s) ds

=
∫ t

−∞
a

(
γ i−1
a (t − s) − γ i

a (t − s)
)
ds

= a

(∫ t

−∞
γ i−1
a (t − s) ds −

∫ t

−∞
γ i
a (t − s) ds

)

= a (xi−1(t) − xi (t)) .

So that the following relations hold:

ẋi (t) = a
(
xi−1(t) − xi (t)

)
, i = 1, . . . , b.
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Since x0 is a solution of (2),

ẋ0(t) = g

(
x0(t),

∫ t

−∞
γ i
a (t − s)x0(s) ds

)
+ λ f

(
t, x0(t)

)

= g
(
x0(t), xb(t)

) + λ f
(
t, x0(t)

)
, λ ≥ 0,

hence, {
ẋ0(t) = g

(
x0(t), xb(t)

) + λ f
(
t, x0(t)

)
, λ ≥ 0,

ẋi (t) = a
(
xi−1(t) − xi (t)

)
, i = 1, . . . , b.

Whence the assertion. ��
Conversely, we have the following:

Theorem 3.2 Suppose (x0, x1, . . . , xb) a bounded solution of (3), then x0 is a bounded
solution of (2).

The proof of Theorem 3.2 is based on the following slight generalization of [19, Prop.
7.3] concerning a class of nonhomogeneous linear differential equations. We provide a short
proof for the sake of completeness.

Lemma 3.3 Given a bounded function y0 : R → R
k and a positive number a, there exists a

unique bounded solution of the system in R
kb given by the following b equations in Rk:

ẏi (t) = a
(
yi−1(t) − yi (t)

)
, for i = 1, . . . , b. (7)

This solution is given by

yi (t) =
∫ t

−∞
γ i
a (t − s)y0(s) ds, i = 1, . . . , b. (8)

Proof The homogeneous part of system (7) is the following equation

η̇ = Aη (9)

A being the following kb × kb matrix that we can write in block-matrix form as:

A =

⎛
⎜⎜⎜⎜⎜⎜⎝

−I 0 . . . . . . 0
I −I 0 . . . 0

0 I −I
. . .

...
...

. . .
. . .

. . . 0
0 . . . 0 I −I

⎞
⎟⎟⎟⎟⎟⎟⎠

Where I is the k× k identity matrix. Clearly A has only the eigenvalue−1 (with multiplicity
kb) thus the unique bounded solution of (9) is the identically zero one. The uniqueness of the
bounded solution (on R) of (7) follows by observing that if there are two bounded solution
of (7), the their difference must be a bounded solution of (9), thus it is zero.

The last assertion follows by verifying directly, as in the proof of Theorem 3.1, that yi
defined as in (8) for i = 1, . . . , b, satisfies (7). ��
Proof of Theorem 3.2 Let y0(t) = x0(t) for t ∈ R. Thus, by Lemma 3.3,

yi (t) =
∫ t

−∞
γ i
a (t − s)y0(s) ds, i = 1, . . . , b,
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is the unique bounded solution of (7). Hence, we necessarily have xi = yi for i = 0, . . . , n.
In particular, we have

xb(t) =
∫ t

−∞
γ i
a (t − s)x0(s) ds.

Thus, from (3),

ẋ0(t) = g
(
x0(t), xb(t)

) + λ f
(
t, x0(t)

)

= g

(
x0(t),

∫ t

−∞
γ i
a (t − s)x0(s) ds

)
+ λ f

(
t, x0(t)

)
, λ ≥ 0,

for all t ∈ R, whence the assertion.

By inspection of Theorems 3.2 and 3.1 we see that a bounded solution x0 of (2),
for a particular value of λ, corresponds to the (unique bounded) solution t �→ ξ(t) =(
ξ0(t), ξ1(t), . . . , ξb(t)

)
of (3), for the same value of λ, with initial conditions at time t = 0

given by

ξ0(0) = x0(0), and ξi (0) =
∫ 0

−∞
γ i
a (−s)x0(s) ds, for i = 1, . . . , b.

Observe that, normally, in order to determine a solution, say after time t = 0, of a retarded
functional equation as (2) it is necessary to specify its whole history up to time t = 0
by giving an “initial value function” (see e.g. [1]). Loosely speaking, we may say that the
possible initial values belong to an infinite dimensional space. However, for Eq. (2), if we
confine ourselves to bounded solutions as done above, we have that our “interesting” initial
conditions lie on a finite dimensional manifold. This fact will be important when it comes to
graphical representation in Sect. 5.

Remark 3.4 Theorems 3.2 and 3.1are valid, in particular, for periodic solutions. Thus, we
have that if (x0, x1, . . . , xb) a T -periodic solution of (3), then x0 is a T -periodic solution of
(2) and, conversely, if x0 is a T -periodic solution of (2), setting

xi (t) =
∫ t

−∞
γ i
a (t − s)x0(s) ds, i = 1, . . . , b,

we get the solution of (3) given by (x0, . . . , xb). To see that this solution is T -periodic observe
that with the change of variable σ = s − T

xi (t + T ) =
∫ t+T

−∞
γ i
a (T + t − s)x0(s) ds =

∫ t

−∞
γ i
a (t − σ)x0(σ + T ) dσ

=
∫ t

−∞
γ i
a (t − σ)x0(σ ) dσ = xi (t),

for i = 1, . . . , b.

4 Branches of T-Pairs

Let us introduce some notation. Given a subset D of Rs , we will denote by CT (D), the
metric subspace of the Banach space (CT (Rs), ‖ · ‖) of all the T -periodic contiunous maps
x : R → D with the usualC0 norm (i.e. the supremum norm, or sup-norm for short). Observe
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that CT (D) is not complete unless D is complete (i.e. closed in R
s). Nevertheless, if D is

locally compact, then CT (D) is locally complete.
Let φ : R × M → R

s and ψ : M → R
s be continuous tangent vector fields defined on

a (boundaryless) differentiable manifold M ⊆ R
s , with φ assumed T -periodic in the first

variable. Consider the following parameterized ODE on M:

ẋ(t) = ψ
(
x(t)

) + λφ
(
t, x(t)

)
, λ ≥ 0. (10)

We say that a pair (λ, x) ∈ [0,∞) × CT (M) is a T -pair (for (10)) if x is a T -periodic
solution of (10) corresponding to λ. If λ = 0 and x is constant then the T -pair is said trivial.
It is not hard to see that trivial T -periodic pairs of (10) correspond to zeros of ψ .

To make the last statement precise, for any p ∈ M, denote by p the function p : R → M
constantly equal to p.Wehave that, given any p ∈ ψ−1(0), the pair (0, p) ∈ [0,∞)×CT (M)

is a trivial T -pair of (10). Conversely, for a trivial T -periodic pair (0, x) ∈ [0,∞)×CT (M),
from local uniqueness of the solutions of Cauchy problem it follows x(t) ≡ p for some
p ∈ ψ−1(0). Notice however that (10), depending on the map ψ , may have nonconstant
T -periodic solutions for λ = 0; consider, for example, M = R

2, T = 2π and ψ(x1, x2) =
(−x2, x1). Bear also in mind that all T -periodic pairs (λ, x) with λ > 0 are nontrivial even
when x is constant as, for instance, whenM = R, T = 2π ,ψ(x) = x andφ(t, x) = x sin(t).

Remark 4.1 The injective map that to p ∈ M associates the pair (0, p) ∈ [0,∞) × CT (M)

is an embedding that allowes us to regardM as a subset of [0,∞)×CT (M). Indeed, by the
above discussion, it follows that this embedding actually identifies the zeros of ψ with the
trivial T -pairs of (10).

We have the following fact concerning the T -pairs of (10):

Theorem 4.2 ([13]) Let N , φ : R × N → R
s and ψ : N → R

s be as in (10). Let O be
an open in [0,∞) × CT (N ), and assume that deg(ψ,O ∩ N ) is well defined and nonzero.
Then there exists a connected set � of nontrivial T -pairs in [0,∞) ×CT (N ) whose closure
in O is not compact and meets the set of trivial T -pairs contained in O, namely the set:{
(0, p) ∈ O : ψ(p) = 0

}
.

Let us look at (3) and let M = M × R
kb, ψ = G and φ = F . By the above definition it

makes sense to consider the set Y of T -pairs of (3). Theorems 4.2 and 2.2 yield the following
result about Y :

Corollary 4.3 Let � ⊆ [0,∞) × CT (M) be open and let ĝ and G be as in (6) and (5),
respectively, and put �M := {

q ∈ M : (0, q̄) ∈ �
}
. Suppose that deg(ĝ,�M ) is well-

defined and nonzero and let O = � × CT (Rkb). Then, Y admits a connected subset of
nontrivial T -pairs for (3) whose closure in O is not compact and intersects the set{

(0; q, q, . . . , q) ∈ O : ĝ(q) = 0
}
. (11)

Proof Let G be as in (3). By Theorem 2.2 we have

deg(G,�M × R
kb) = deg(ĝ,�M ) �= 0,

Thus, by Theorem 4.2, there is connected set in Y consisting of nontrivial T -pairs for (3)
whose closure in O is not compact and intersects the set{

(0; q0, q1, . . . , qb) ∈ O : G(q0, . . . , qb) = 0
}
. (12)
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By the particular form of the vector field G, see Eq. (5), we have that G(q0, . . . , qb) = 0
implies q0 = . . . = qb. Thus the set in (12) coincides with{

(0; q, q, . . . , q) ∈ O : G(q, . . . , q) = 0
} = {

(0; q, q, . . . , q) ∈ O : ĝ(q) = 0
}
.

Whence the assertion. ��
Analogously to the notion of T -pair for (3) we can define T -pairs for Eq. (2): We say

that a pair (λ, x) ∈ [0,∞) × CT (M) is a T -pair for (2) if x is a T -periodic solution of (2)
corresponding to λ. If λ = 0 and x is constant then the T -pair is said trivial.

Remark 4.4 Observe that if (0, p), with p(t) ≡ p ∈ M ⊆ R
k , is a trivial T -pair for (2),

then so is (0; p, . . . , p) for Eq. (3) on M = M × R
kp . Thus, by Remark 2.1, p ∈ ĝ−1(0).

Conversely, again by Remark 2.1, for any p ∈ ĝ−1(0) we have G(p, . . . , p) = 0 so that
(0; p, . . . , p) is a trivial T -pair for (3).

Denote by X the set of T -pairs of (2). Corollary 4.3 provides important information
concerning X by means of the following straightforward lemma:

Lemma 4.5 Let X and Y be the set of T -pairs of (2) and (3), respectively. Let h : Y → X
be defined by h(λ, x0, . . . , xb) = (λ, x0). Then h is bijective, continuous and has continuous
inverse. Furthermore, h establishes a bijective correspondence between trivial T -pairs of X
and Y .

Proof Bijectivity follows from Theorems 3.2 and 3.1, and from Remark 3.4. Continuity is
obvious as h is a projection.

To see the continuity of the inverse of h, recall that (see the proof of Theorem 3.2):

xi (t) =
∫ t

−∞
γ i
a (t − s)x0(s) ds, i = 1, . . . , b.

The last part of the assertion now follows directly from Remark 2.1. ��
We are now in a position to state and prove our main result concerning the set of T -pairs

of (2).

Theorem 4.6 Let � ⊆ [0,∞) × CT (M) be open and let ĝ be as in (6). Suppose that the
open set�M := {

p ∈ M : (0, p̄) ∈ �
}
is such that deg(ĝ,�M ) is well-defined and nonzero.

Then, in X ∩ � there is a connected subset � of nontrivial T -pairs whose closure relative to
� intersects

{
(0, p) ∈ � : p ∈ ĝ−1(0) ∩ �M

}
and is not compact.

Proof By Corollary 4.3 there exists a connected subset  of nontrivial T -pairs for (3) whose
closure in O = � × CT (Rkb) is not compact and intersects the set{

(0, p, . . . , p) ∈ O : p ∈ ĝ−1(0)
}
.

Let � := h−1() with h as in Lemma 4.5. Observe that the image under h of the set (11) is

K := {
(0, p) ∈ � : p ∈ ĝ−1(0) ∩ �M

}
.

Hence, by Lemma 4.5,� is a connected set that consists of nontrivial T -pairs of (2), intersects
K and its closure in � is not compact, as in the assertion. ��

Recalling Remark 4.1 and Lemma 4.5, it makes sense to say that the set � of the above
theorem branches out from �M ∩ ĝ−1(0).
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5 Graphical Representation and Examples

In this section we illustrate Theorem 4.6 by the means of three simple examples for which,
in a sense, we represent graphically (a portion of) the branch �. This set lives, so to speak,
in an infinite dimensional space. So, what we do, as in [2], is to produce an image of a
homeomorphic set which is finite dimensional or, in some cases more simply, to show a
graph of some function of the elements of �. For simplicity, we assume some regularity on
our equation and confine ourselves to the case when M is an open subset of Rk .

Let us explain how this graphing technique works in our setting. Observe first that if g
and f in (2) are locally Lipschitz, then so are G and F in (3). Let Y be the set of T -pairs of
(3) and consider the set S ⊆ [0,∞) × M × R

kb constituted by the points (λ, p0, . . . , pb)
such that (p0, . . . , pb) is an initial condition (say at time t = 0) for T -periodic solutions
of (3). Such points are called starting points for (3). Thus, by uniqueness and continuous
dependence on initial data the map p : Y → S that to each (λ, x0, . . . .xb) ∈ Y associates(
λ, x0(0), . . . .xb(0)

) ∈ S is a homeomorphism.

Remark 5.1 It is not difficult to see that when f and g are smooth enough a Sard’s Lemma
argument implies that, “generically”, the set of the starting points in S is the intersection of
a boundaryless 1-dimensional manifold in R

1+k(b+1) with the closed half-space defined by
λ ≥ 0.

Let now X be the set of T -pairs of (2) and h be the map of Lemma 4.5. Hence the
composition p ◦ h−1 : X → S is a homeomorphism. Therefore, to represent the set � of
Theorem 4.6 one may sketch the set S. We warn the reader that, although it is tempting, a
graph against λ of merely the initial value of the T -periodic solutions of (2) is obviously not
sufficient to represent the set �.

Clearly, as S is a subset ofR1+k(b+1), it not possible to plot S directly if 1+k(b+1) is greater
than 3. The idea is to compute numerically S in a selected box B ⊆ [0,∞) × R

k(b+1) and
then either draw some simple functions (e.g., projections) of S∩ B, or use these initial values
of T -periodic solutions of (3) to evaluate and draw a graph of some other relevant quantity
as, for instance, the sup-norm or the diameter of the orbit (that represents the amplitude of
the oscillation) of the corresponding elements of Y or, perhaps more interestingly, of X .

Suppose, for example, that we wish to obtain a graph of the sup-norm of the T -periodic
solution of (2) for different values of λ ≥ 0, assuming that the assumptions of Theorem 4.6
hold. We select a box B of the form [0, λ0] ×U with U ⊆ R

k(b+1) bounded and such that ĝ
is admissible with nonzero degree inU and compute numerically S∩ B. Having done so, it is
possible to compute numerically the set of the corresponding T -pairs of (3).Now, to obtain the
desired graph, it is enough to observe that for (λ, x0, . . . .xb) ∈ Y , h(λ, x0, . . . .xb) = (λ, x0)
is the corresponding element of X .

Remark 5.2 The procedure just described is easy to apply because of the formof Eq. (2)which
imply that (3) is an ordinary differential equation. More specifically, if the perturbing term
f in (2) were dependent on the history of the system, then the only appropriate replacement
for the finite dimensional set S would be a set of (numerically hard to determine) “initial
functions” belonging to a suitable, infinite dimensional, manifold.

We first consider a very straightforward example.

Example 5.3 Let M = R, T = 1 and consider the equation

ẋ(t) = x(t) −
∫ t
−∞ γ 1

1 (t − s)x(s) ds

1 + x(t)2
− λ

(
1 + sin(2π t)

)
. (13)
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Fig. 1 Representation of the set S of Example 5.3 for 0 ≤ λ ≤ 1
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Fig. 2 Comparison between the graphs of the sup-norm of elements of the set of T -pairs of (14) and of (13)
in Example 5.3

In the notation of Eq. (2), we have a = b = 1, g(x, y) = 2x − y/(1 + x2) and f (t, x) =
−1 − sin(2π t). Then ĝ(x) = x , that has clearly degree 1 in M .

Setting G(x0, x1) = (x0 − x1/(1 + x20 ), x0 − x1) and F(t, x0, x1) = (
1 + sin(2π t), 0

)
,

Eq. (3) becomes the following system:

{
ẋ0(t) = x0(t) − x1(t)

1+x0(t)2
− λ

(
1 + sin(2π t)

)
,

ẋ1(t) = x0(t) − x1(t)
(14)

The set of the starting points of (14), S, in a neighborhood of (0, 0, 0) ⊆ [0,∞) × R
2 is

represented in Fig. 1. As discussed above this can be viewed as a representation of the set
of X of T -pairs of (13). Further information can be gathered from Fig.2 which is a graph,
against λ, of the sup-norm of elements of the set Y of T -pairs of (14) (i.e., of the T -periodic
solutions corresponding to the elements of S) and of the T -periodic solution of (13).
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Fig. 3 Comparison between the graphs of the sup-norm of elements of the set of T -pairs of (16) and of (15)
in Example 5.4

For comparison, consider an equation analogous to the one in the example above but with
b = 4 (mantaining a = 1).

Example 5.4 Let M = R, T = 1 and consider the equation

ẋ(t) = x(t) −
∫ t
−∞ γ 4

1 (t − s)x(s) ds

1 + x(t)2
− λ

(
1 + sin(2π t)

)
. (15)

In the notation of Eq. (2), as in Example 5.3, we have g(x, y) = 2x − y/(1 + x2) and
f (t, x) = −1 − sin(2π t). Also, Eq. (3) becomes the following system:{

ẋ0(t) = x0(t) − x4(t)
1+x0(t)2

− λ
(
1 + sin(2π t)

)
,

ẋi (t) = xi−1(t) − xi (t) i = 1, . . . , 4
(16)

Figure 3 shows graphs, against λ, of the sup-norm of elements of the set Y of T -pairs of (16)
and of the T -periodic solution of (15).

A slightly more complex example is as follows:

Example 5.5 Let M = R
2, T = 1 and consider the two-dimensional system{
ẋ(t) = y(t) + ∫ t

−∞ γ 1
1 (t − s)x(s) ds,

ẏ(t) = x(t) + λ
(
3 + 5 sin(2π t)x(t)

)
.

(17)

To write this equation in the notation of (2) we set

g
(
(x, y), (ξ, η)

) = (
y + ξ, x) and f (t, x, y) = (

0, 3 + 5 sin(2π t)x
)
.

Clearly ĝ(x, y) = g
(
(x, y), (x, y)

) = (x + y, x) that has degree 1 in M .
Equation (3) becomes, for this example, the following four-dimensional system:⎧⎪⎪⎨

⎪⎪⎩

ẋ(t) = y(t) + ξ(t),
ẏ(t) = x(t) + λ

(
3 + 5 sin(2π t)x(t)

)
,

ξ̇ (t) = x(t) − ξ(t),
η̇(t) = y(y) − η(t).

(18)

The set S of the starting points of (18) is a five-dimensional object. In Fig. 4 we show
projections of S on the planes (λ, x), (λ, y), (λ, ξ), (λ, η). Figure 5 compares the set Y and
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Fig. 4 Projections of a portion of S of Example 5.5

X , of T -pairs respectively of (18) and (17) by showing how the sup-norm and the orbit’s
diameter of the elements vary with λ for the two equations.

6 Perspectives and Further Developments

In this section we summarize some possible extensions, in different directions, of the results
of the present paper.

Let us now consider Eq. (1) subject to a perturbation that may depend on a fixed delay
r > 0. Namely we consider the following differential equation on M :

ẋ(t) = g

(
x(t),

∫ t

−∞
γ b
a (t − s)x(s) ds

)
+ λ f

(
t, x(t), x(t − r)

)
, (19)

where g is as in (1) and f : R × M × M → R
k is such that f (t, p, q) ∈ TpM for all

(t, p, q) ∈ R × M × M and T -periodic in t . A T - periodic solution of (19) is an M-valued
C1 function on R that satisfies (19).

Since the “linear chain trick” discussed in Sect. 3 is applied only to the unperturbed part,
we can proceed as in the previous paragraphs ending up with the following equation, similar
to (3), on M × R

kb:

ξ̇ (t) = G
(
ξ(t)

) + λF
(
t, ξ(t), ξ(t − r)

)
, (20)
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Fig. 5 Comparison between the sets of T -periodic solutions of (18) and of (17). The behavior of the sup-norm
and of the diameter of the orbit is similar, but the values are quite different

where F : R × M × M × R
kb → R

k(b+1) is given by

F(t, x0, y, x1, . . . , xb) = (
f (t, x0, y), 0, . . . , 0

)
.

In order to prove a version of Theorem 4.6 for Eq. (19) we need to replace Theorem 4.2
(that above was applied to (3)) with the application of Theorem 5.1 of [14] to Eq. (20).

A similar strategy applies if one allowes functional retarded perturbations of (1). Namely,
if we consider equations of the following type:

ẋ(t) = g

(
x(t),

∫ t

−∞
γ b
a (t − s)x(s) ds

)
+ λ f

(
t, xt

)
, (21)

where f : R×BU
(
(−∞, 0], M) → R

k is locallyLipschitz in the secondvariable, T -periodic
in the first variable and such that f (t, ϕ) ∈ Tϕ(0)M for all (t, ϕ) ∈ R × BU

(
(−∞, 0], M)

.
Here BU

(
(−∞, 0], M)

denotes the metric subspace consisting of the M-valued functions,
of the space of uniformly continuous bounded functions from (−∞, 0] into R

k , with the
supremum norm. As usual in the retarded functional differential equations context, given
t ∈ R, xt ∈ BU

(
(−∞, 0], M)

is the function θ �→ x(t + θ). Suppose also that g is locally
Lipschitz. Notice that here we assume some regularity on f and g in contrast to the fixed-
delay and no-delay case where f and g can be taken merely continuous. As above, a T -
periodic solution of (21) is an M-valued C1 function on R that satisfies (21).
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With the linear chain trick, (21) can be written as

ξ̇ (t) = G
(
ξ(t)

) + λF
(
t, ξt

)
. (22)

As above, in order to prove a version of Theorem 4.6 for Eq. (21) one needs to replace
Theorem 4.2 above (this is where the extra regularity assumptions are needed) with Theorem
4.1 of [12].

Let us now describe a different potential generalization that, this time, involves the unper-
turbed term. Consider the case when the manifold M is actually the Cartesian product of two
manifolds: M = M1 × M2 with M1 ⊆ R

k1 and M2 ⊆ R
k2 , k1 + k2 = k, and assume that is

“degenerate” in the sense that the first component of g on T(x,y)M vanishes identically, i.e.,
for all (x, ξ) and (y, η) in M1 × M2 we have

g
(
(x, ξ), (y, η)

) =
(
0, g2

(
(x, ξ), (y, η)

)) ∈ T(x,ξ)M = TxM1 × Tξ M2.

Of course, unless the manifold M1 is compact, Theorem 4.6 cannot be applied if g is of the
above form because ĝ cannot be admissible. To remedy this undesirable fact one can apply
the construction of [20] to the vector field G obtained by the linear chain trick for such a g.
Doing so, one gets a version of Theorem 4.6 that involves the degree of a vector field that
include some averaging of the forcing term.

We will not deal further on the last generalization. We only say that the main reason to
contemplate this kind of extension is to bridge a gap existing between the kind of “branching”
results from zeros of admissible vector fields, like those considered in the present paper, and
existing “bifurcation” results that consider perturbations of the zero vector field; see [20] for
a discussion.

We conclude this section with an observations that can add a new perspective to the results
of this paper. Given r > 0, it can be shown (see e.g. [19]) that for any bounded continuous
function y we have that for n → ∞

∫ t

−∞
γ n
n/r (t − s)y(s) ds =

∫ +∞

0
γ n
n/r (s)y(t − s) ds −→ y(t − r).

Thus, for n ∈ N, Eq. (2) for an = n/r and bn = n tends to

ẋ(t) = g
(
x(t), x(t − r)

) + λ f
(
t, x(t)

)

as n → ∞, hinting at the possibility of using the methods of [13] and [14] along with the
results of this paper to treat the case of periodic perturbations of an equation with delay. A
feat which is not possible with merely the techniques of those two papers.

7 Proof of Theorem 2.2

This section is devoted to the proof of Theorem 2.2 and to the necessary notions of differential
topology.

We begin with the notion of transversality. Let M, N be a differentiable manifolds and
let Z be a boundaryless submanifold of N . We say that a differentiable map φ : M → N is
transversal to Z if, for each p ∈ φ−1(Z), we have

dφp
(
TpM

) + Tφ(p)Z = Tφ(p)N .
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In this case we write φ � Z. A well-known differential topology Theorem (see e.g. [15, Ch.
2, §4]) implies that if φ is transversal to Z the φ−1(Z) is a differentiable submanifold ofM
with the same codimension (in M) of Z in N .

A tangent vector field ω : M → R
s on the manifoldM ⊆ R

s can be regarded as the map
ω̃ : M → TM on the tangent bundle

TM = {
(p, v) ∈ R

2s : p ∈ M and v ∈ TpM
} ⊆ R

2s,

given by ω̃(p) = (
p, ω(p)

)
. The manifoldM itself can be identified with the so called zero-

section of TM, that is with the submanifold M0 of TM given by M0 = {
(p, 0) ∈ TM}

.
Clearly T(p,0)M0 = TpM× {0}, and one can prove that at any point (p, 0) ∈ M0, we have
T(p,0)TM = TpM × TpM ⊆ R

2s .
Take any p ∈ ω−1(0) or, equivalently p ∈ ω̃−1(M0). Since (see e.g. [17]) dωp maps

TpM into itself, we have dω̃p(v) = (
v, dωp(v)

)
for all v ∈ TpM.

With the above notation, let Z = M0 and N = TM. Suppose that ω � M0, that is
ω � Z. Then, ω̃−1(Z) = ω̃−1(M0) = ω−1(0) is a submanifold of M whose codimension
is is equal to the codimension of Z = M0 in N = TM which is equal to the dimension of
M. Hence,ω−1(0) is a zero-dimensional manifold, in other words any zero p ofω is isolated
and,

dω̃p
(
TpM

) + T(p,0)M0 = T(p,0)TM,

that is

TpM × dωp
(
TpM

) + TpM × {0} = TpM × TpM.

Thus, if ω � M0, then dωp is surjective. The above relation shows that also the converse is
true. Recalling that an isolated zero p0 ∈ M is said to be nondegenerate if the differential
dp0ω of ω at p0 is surjective. we have that ω � M0 is equivalent to the statement that all
zeros of ω are nondegenerate.

The so-called Transversality Theorem (see, e.g., [15,16]) shows the genericity of the
tangent vector fields transversal to M0. One can easily deduce the following fact:

Lemma 7.1 Let ω : M → R
s be a tangent vector field on the manifold M ⊆ R

s , and let
W ⊆ M be open and relatively compact. Assume ω−1(0)∩W ⊆ W. Then, given any ε > 0,
there exists a tangent vector field ωε : M → R

s with the following properties:

(1) All of its zeros in W are nondegenerate;
(2) maxp∈W

∥∥ωε(p) − ω(x)
∥∥ < ε.

We point out that, in the case whenM is an open subset of Rs Lemma 7.1 can be quickly
deduced from Sard’s Lemma.

The following proposition shows that an admissible tangent vector field can always be
replaced with one whose zeros are all nondegenerate without altering its degree.

Proposition 7.2 Suppose ω : M → R
s is a tangent vector field on the manifold M ⊆ R

s ,
admissible for the degree on an open subset V ⊆ M. Then there exists a vector field
ν : M → R

s with the property that all of its zeros in V are nondegenerate and such that
deg(ω, V ) = deg(ν, V ).

Sketch of the proof. Let W0 ⊆ V be a relatively compact open neighborhood of ω−1(0) ∩ V .
By the Excision property,

deg(ω, V ) = deg(ω,W0). (23)
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Let W1 a “larger” relatively compact open neighborhood of ω−1(0) ∩ V in the sense that
ω−1(0) ∩ V ⊆ W0 ⊆ W 0 ⊆ W1 ⊆ W 1 ⊆ V , and let

δ := min
p∈W1\W0

∥∥ω(p)
∥∥.

By a standard partition of unity argument one can show that there exists a continuous function
σ : M → [0, 1] such that σ(p) = 1 for all p ∈ W 0 while it evaluates identically to 0 in
M \W1 (this fact is sometimes called theUrysohn Lemma). In Lemma 7.1 take ε = δ/2 and
consider the tangent vector field ν : M → R

s given by

ν(p) = σ(p)ωε(p) + (
1 − σ(p)

)
ω(p), p ∈ M,

where ωε is the vector field given by Lemma 7.1. Observe that ν coincides with ω inM\W1

and is equal to ωε in W 0. Also, we have

min
p∈W 1\W0

∥∥ν(p)
∥∥ ≥

∣∣∣∥∥ω(p)
∥∥ − σ(p)

∥∥ω(p) − ωε(p)
∥∥∣∣∣ ≥ δ

2
> 0. (24)

Thus ν−1(0) ∩ V ⊆ W0 so that, by excision,

deg(ν,W0) = deg(ν, V ). (25)

Observe also that inequality (24) implies that the map

H(λ, p) := λω(p) + (1 − λ)ν(p)

establishes an admissible homotopy in W0 between ω and ν. Hence

deg(ω,W0) = deg(ν,W0). (26)

The assertion follows combining the identities (23), (25) and (26). ��
Now that the preliminary facts have been established, we concentrate on the proof of

Theorem 2.2. Let M ⊆ R
k be as in (2). Our first step is to simplify the computation of the

degree of the tangent vector vector field G on the manifoldM = M ×R
kb defined in (5) by

introducing the following homotopic tangent vector field on M:

Ĝ(x0, x1, . . . , xb) := (
ĝ(x0), a (x0 − x1), . . . , a (xb−1 − xb)

)
, (27)

for all (x0, x1, . . . , xb) ∈ M × R
kb.

Lemma 7.3 Suppose ĝ defined in (6) is admissible for the degree in an open set U ⊆ M,
then G and Ĝ are admissibly homotopic in U × R

kb.

Proof For (λ, x0, . . . , xb) ∈ [0, 1] ×U × R
kb, consider the map

H(λ, x0, . . . , xb) =
(
g
(
x0, λx0 + (1 − λ)xb

)
, a (x0 − x1), . . . , a (xb−1 − xb)

)
,

where g is as in (2). As in Remark 2.1, we have that H(λ, x0, . . . , xb) = 0 if and only if
x0 = x1 = . . . = xb and g(x0, x0) = ĝ(x0) = 0. Thus,H(λ, ·, . . . , ·) is equal to the compact
set

{
(x0, . . . , x0) ∈ M × R

kb : x0 ∈ ĝ−1(0)
}
for λ ∈ [0, 1]. Hence H is an admissible

homotopy. ��
We now show that whenever the zeros of ĝ are nondegenerate, so are those of Ĝ.

Lemma 7.4 If all zeros of ĝ are nondegenerate, then all zeros of Ĝ are nondegenerate as
well.
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Proof We need to prove that for any (x0, . . . , xb) ∈ Ĝ−1(0) the differential

dĜ(x0,...,xb) : T(x0,...,xb)(M × R
kb) → TĜ(x0,...,xb)(M × R

kb).

is surjective. As in the proof of Lemma 7.3 we have that (x0, . . . , xb) ∈ Ĝ−1(0) if and only if
x0 = x1 = . . . = xb and ĝ(x0) = 0. Hence, what we actually have to prove is the surjectivity
of

dĜ(x0,...,x0) : T(x0,...,x0)(M × R
kb) → TĜ(x0,...,x0)(M × R

kb).

In other words, givenw = (w0, . . . , wb) ∈ TĜ(x0,...,x0)(M×R
kb)we need to exhibit a vector

v̄ = (v̄0, . . . , v̄b) ∈ T(x0,...,x0)(M × R
kb) such that

dĜ(x0,...,x0)(v̄) = w. (28)

Observe that for any (v0, v1, . . . , vb) ∈ T(x0,...,x0)(M × R
kb) we have

dĜ(x0,...,x0)(v0, v1, . . . , vb) = (
dĝx0(v0), a (v0 − v1), . . . , a (vb−1 − vb)

)
.

Take any w = (w0, . . . , wb) ∈ TĜ(x0,...,x0)(M × R
kb). Since x0 is a nondegenerate zero of

ĝ, dĝx0 is surjective. Let v̄0 ∈ Tx0M be such that dĝx0 v̄0 = w0, and set, for i = 1, . . . b,
v̄i = v̄i−1 − wi ∈ R

k . Then, v̄ = (v̄0, . . . , v̄b) ∈ T(x0,...,x0)(M × R
kb) satisfies (28). ��

Let us now compute the degree of the tangent vector field Ĝ in terms of that of ĝ when
all zeros of the latter field are nondegenerate.

Lemma 7.5 Assume ĝ is admissible on an open set U ⊆ M and all its zeros are nondegen-
erate, then Ĝ is admissible in U∗ = U × R

kb, and

deg(Ĝ,U∗) = (−1)kb deg(ĝ,U ).

Proof As in the proofs of Lemmas 7.4 and 7.3 we have that all zeros of Ĝ are of the form
(x0, . . . , x0) with ĝ(x0) = 0. Also, by Lemma 7.4, they are all nondegenerate. In particular,
if ĝ is admissible in U then ĝ−1(0) ∩ U is compact and so is Ĝ−1(0) ∩ U∗, whence the
admissibility of Ĝ in U∗.

Let x0 ∈ M be such that ĝ(x0) = 0 and let V ⊂ M be an isolating neighborhood. Then
V ∗ = V × R

kb is an isolating neighborhood of (x0, . . . , x0) ∈ Ĝ−1(0) ⊆ M × R
kb. We

have, in block-matrix form

det
(
dĜ(x0,...,x0)

) = det

⎛
⎜⎜⎜⎜⎜⎜⎝

dĝx0 0 . . . . . . 0
I −I 0 . . . 0

0 I −I
. . .

...
...

. . .
. . .

. . . 0
0 . . . 0 I −I

⎞
⎟⎟⎟⎟⎟⎟⎠

= (−1)kb det
(
dĝx0

)
,

where I denotes the identity matrix in R
k×k . Thus, by formula (4),

deg(Ĝ,U∗) =
∑

x0∈ĝ−1(0)∩U
sign det

(
dĜ(x0,...,x0)

)

=
∑

x0∈ĝ−1(0)∩U
(−1)kb sign det

(
dĝx0

) = (−1)kb deg(ĝ,U ),

whence the assertion. ��

123



552 Journal of Dynamics and Differential Equations (2022) 34:535–553

The proof of Theorem 2.2 now follows readily:

Proof of Theorem 2.2 By Proposition 7.2 we can assume that all zeros of ĝ are nondegenerate.
The assertion follows from Lemma 7.5.

Funding Open Access funding provided by Universitá degli Studi di Firenze

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is
not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Benevieri, P., Calamai, A., Furi, M., Pera, M.P.: On general properties of retarded functional differential
equations on manifolds. Discrete Contin. Dyn. Syst. 33(1), 27–46 (2013)

2. Bisconti, L., Spadini,M.:About the notion of non-T -resonance and applications to topologicalmultiplicity
results for ODEs on differentiable manifolds. Math. Methods Appl. Sci. 38(18), 4760–4773 (2015)

3. Bisconti, L., Spadini, M.: Hiv model: existence and topology of the periodic solutions set. (in preparation)
4. Burton, T.A.: Stability and periodic solutions of ordinary and functional differential equations. Dover

Publications, Inc., Mineola. (Corrected version of the 1985 original) (2005)
5. Busenberg, S.N., Travis, C.C.: On the use of reducible-functional-differential equations in biological

models. J. Math. Anal. Appl. 89(1), 46–66 (1982)
6. Culshaw, R.V., Ruan, S.: A delay-differential equation model of HIV infection of CD4+ T-cells. Math.

Biosci. 165(1), 27–39 (2000)
7. Culshaw, R.V., Ruan, S., Webb, G.: A mathematical model of cell-to-cell spread of HIV-1 that includes

a time delay. J. Math. Biol. 46(5), 425–444 (2003)
8. Fargue, D.: Réductibilité des systèmes héréditaires à des systèmes dynamiques (régis par des équations

différentielles ou aux dérivées partielles). C. R. Acad. Sci. Paris Sér. A-B 277, B471–B473 (1973)
9. Fargue, D.: Réductibilité des systèmes héréditaires. Int. J. Non-Linear Mech. 9, 331–338 (1974)

10. Furi, M., Pera, M.P., Spadini, M.: The fixed point index of the Poincaré translation operator on differ-
entiable manifolds. In: Handbook of Topological Fixed Point Theory, pp. 741–782. Springer, Dordrecht
(2005)

11. Furi, Massimo, Pera, Maria Patrizia, Spadini, Marco.: A set of axioms for the degree of a tangent vector
field on differentiable manifolds. Fixed Point Theory Appl., pages Art. ID 845631, 11, (2010)

12. Furi, M., Pera, M.P., Spadini, M.: Periodic solutions of retarded functional perturbations of autonomous
differential equations on manifolds. Commun. Appl. Anal. 15(2–4), 381–394 (2011)

13. Furi, M., Spadini, M.: On the set of harmonic solutions of periodically perturbed autonomous differential
equations on manifolds. Nonlinear Anal. 29(8), 963–970 (1997)

14. Furi, M., Spadini, M.: Periodic perturbations with delay of autonomous differential equations on mani-
folds. Adv. Nonlinear Stud. 9(2), 263–276 (2009)

15. Guillemin, V., Pollack, A.: Differential Topology. AMS Chelsea Publishing, Providence (2010). (Reprint
of the 1974 original)

16. Hirsch, M.W.: Differential Topology, Volume 33 of Graduate Texts in Mathematics. Springer, New York
(1994). (Corrected reprint of the 1976 original)

17. Milnor, J.: Topology from the Differentiable Viewpoint. The University Press of Virginia, Charlottesville
(1965)

18. Ruan, S.: Delay differential equations in single species dynamics. In: Delay Differential Equations and
Applications, Volume 205 of NATOScience Series II: Mathematics, Physics and Chemistry, pp. 477–517.
Springer, Dordrecht (2006)

19. Smith, H.: An Introduction toDelayDifferential EquationswithApplications to the Life Sciences, Volume
57 of Texts in Applied Mathematics. Springer, New York (2011)

123

http://creativecommons.org/licenses/by/4.0/


Journal of Dynamics and Differential Equations (2022) 34:535–553 553

20. Spadini, M.: Branches of harmonic solutions to periodically perturbed coupled differential equations on
manifolds. Discrete Contin. Dyn. Syst. 15(3), 951–964 (2006)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

123


	Periodic Perturbations of a Class of Functional Differential Equations
	Abstract
	1 Introduction
	2 Basic Notions
	3 Linear Chain Trick
	4 Branches of T-Pairs
	5 Graphical Representation and Examples
	6 Perspectives and Further Developments
	7 Proof of Theorem 2.2
	References




