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Abstract
We introduce a new class of line arrangements in the projective plane, called nearly
supersolvable, and show that any arrangement in this class is either free or nearly
free. More precisely, we show that the minimal degree of a Jacobian syzygy for the
defining equation of the line arrangement, which is a subtle algebraic invariant, is
determined in this case by the combinatorics. When such a line arrangement is nearly
free, we discuss the splitting types and the jumping lines of the associated rank two
vector bundle, as well as the corresponding jumping points, introduced recently by S.
Marchesi and J. Vallès. As a by-product of our results, we get a version of the Slope
Problem, valid over the real and the complex numbers as well.
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1 Introduction

Let A : f = 0 be a line arrangement in the complex projective plane P2. An inter-
section point p of A is called a modular point if for any other intersection point q
of A, the line pq determined by the points p and q belongs to the arrangement A.
The arrangement A is supersolvable if it has a modular intersection point. Super-
solvable arrangements have many interesting properties, in particular they are free
arrangements, see [2,5,22] or [19, Prop 5.114] and [16, Theorem 4.2].

In this notewe introduce a newclass of line arrangements as follows.An intersection
point p of a line arrangement A in P

2 is called a nearly modular point of A if the
following two properties hold.

(1) For any intersection point q �= p of A, with the exception of a unique double
point p′ �= p of A, the line pq determined by the points p and q �= p′ belongs
to the arrangement A.

(2) The line L = pp′ is not inA and contains only two multiple points ofA, namely
p and p′.

The arrangement A is nearly supersolvable if A is not supersolvable, but it has
a nearly modular intersection point p. For any pair (A, p), with A a nearly super-
solvable arrangement and p a nearly modular point of A, we get a supersolvable line
arrangement B = B(A, p), by adding to A the line L = pp′.

In the second section, we recall the definition of the minimal degree mdr( f ) of a
Jacobian syzygy for f , as well as the definition and some basic properties of the free
and nearly free line arrangements. The only new result here is Proposition 2.1 which
gives a new view point on the jumping point of a nearly free arrangement, a notion
introduced by Marchesi and Vallès [17]. In fact our result was motivated and inspired
by Marchesi and Vallès [17, Theorem 2.1], see Remark 2.2 for more details on the
relation between these two results.

In the third section, we obtain the relation between the minimal degree mdr( f )
and the multiplicity of a modular point of A in Proposition 3.2 and we introduce a
number of line arrangements to illustrate our results. In the fourth section, we prove
the main result, Theorem 4.3, saying that the multiplicity of a nearly modular point
determines the minimal degree mdr( f ) as well as whether the nearly supersolvable
arrangement A is free or nearly free. Examples 4.9, 4.11 and Remark 4.10 illustrate
Theorem 4.3 and the properties of the jumping points of nearly free arrangements. As
a by-product, we get the following version of the Slope Problem, valid over K = R

and K = C as well.

Theorem 1.1 For a configuration of n points in the affine plane K
2, not all of them

on the same line and such that there exist two of them, say P1 and P2, determining a
line of unique slope, then the number of distinct slopes of the lines determined by the
n points is at least n.

For more on the Slope Problem, and a precise statement of Theorem 1.1 we refer to
[2,21,24] and Theorem 4.5 below. In the final section, we consider the sheaf T 〈A〉
of logarithmic vector fields along the nearly supersolvable line arrangement A and
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investigate its splitting types and its jumping lines, using a key result due to Marchesi
and Vallès [17].

We would like to thank the referees for their very useful remarks which helped us
to improve both the presentation and the results in our manuscript.

2 Free and nearly free line arrangements

Let S = C[x, y, z] be the polynomial ring in three variables x, y, z with complex
coefficients, and letA : f = 0 be an arrangement of d lines in the complex projective
plane P2. The minimal degree of a Jacobian syzygy for the polynomial f is the integer
mdr( f ) defined to be the smallest integerm ≥ 0 such that there is a nontrivial relation

a fx + b fy + c fz = 0 (2.1)

among the partial derivatives fx , fy and fz of f with coefficients a, b, c in Sm , the
vector space of homogeneous polynomials in S of degreem. Whenmdr( f ) = 0, then
A is a union of d lines passing through one point, a situation easy to analyze. We
assume from now on in this note that

mdr( f ) ≥ 1.

It was shown by Ziegler [26], see also for details [5, Remark 8.5], that this algebraic
invariant mdr( f ) is not determined by the combinatorics of the line arrangement
A : f = 0 in general. Denote by τ(A) the global Tjurina number of the arrangement
A, which is the sum of the Tjurina numbers τ(A, a) of the singular points a of A. If
nk is the number of intersection points in A of multiplicity k, for k ≥ 2, then one has

τ(A) =
∑

k≥2

nk(k − 1)2. (2.2)

Indeed, any singular point a of multiplicity k ≥ 2 of a line arrangement A being
weighted homogeneous, the local Tjurina number τ(A, a) coincides with the local
Milnor number μ(A, a) = (k − 1)2, see [20]. Moreover, one has

τ(A) ≤ (d − 1)2 − r(d − r − 1), (2.3)

where r = mdr( f ), see [6,14], and equality holds if and only if the line arrangement
A : f = 0 is free. In this case, d1 = r and d2 = d − 1 − r are the exponents of
the free arrangement A. Note that for any free line arrangement one has d1 = r ≤
d − 1 − r = d2, and hence r < d/2 in this case. Usually, the free arrangements are
defined as follows. Let AR( f ) ⊂ S3 be the graded S-module such, for any integer
m, the corresponding homogeneous component AR( f )m consists of all the triples
ρ = (a, b, c) ∈ S3m satisfying (2.1). Then, the arrangement A : f = 0 is said to be
free if the graded S-module AR( f ) is free. In such a situation, one has AR( f ) =
S(−d1) ⊕ S(−d2), where (d1, d2) are the exponents of A as defined above. The
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associated coherent sheaf onP2 of the gradedmodule AR( f ) is just T 〈A〉(−1), where
T 〈A〉 is the sheaf of logarithmic vector fields along A as considered for instance in
[1,9]. For a free arrangement A as above, this yields

T 〈A〉(−1) = OP2(−d1) ⊕ OP2(−d2).

For basic facts on free arrangements, please refer to [5,19,25].
Similarly, the line arrangement A : f = 0 is nearly free, a notion introduced in

[12] motivated by the study of rational cuspidal curves in [11], if and only if

τ(A) = (d − 1)2 − r(d − r − 1) − 1, (2.4)

where r = mdr( f ), see [6]. In this case, d1 = r and d2 = d − r are the exponents
of the nearly free arrangement A, and d1 = r ≤ d − r = d2. Therefore, 2r ≤ d
in this case. In terms of the graded module AR( f ), the nearly free arrangements are
described by the following result.

Proposition 2.1 Let A : f = 0 be an arrangement of d lines in P
2, and let

r = mdr( f ). Then, for any choice of a nonzero syzygy ρ1 ∈ AR( f )r , there is a
homogeneous ideal I ⊂ S and an exact sequence

0 → S(−r) → AR( f ) → I (r − d + 1) → 0,

such that the following hold.

(1) The ideal I is saturated, defines a subscheme of P2 of dimension at most 0, and
its degree is given by

deg I = (d − 1)2 − r(d − r − 1) − τ(A).

(2) The line arrangement A is free if and only if I = S.
(3) The line arrangementA is nearly free if and only if I defines a reduced point P(A)

in P2. The exact sequence and the point P(A) are unique when 2r < d, i.e., when
the exponents of the nearly free arrangement A satisfy r = d1 < d2 = d − r .

Proof The proof follows from the exact sequence (3.3) in [6], if we define I (r−d+1)
to be the image of the morphism v. The claim that I is saturated follows from the fact
that the graded S-module AR( f ) is clearly saturated, and by using the long exact
sequence of cohomology groups coming from the exact sequence (2.6) below and the
vanishing H1(P2,OP2(m)) = 0 for any integer m. The claim about the degree deg I
follows from the equality

deg I = dim Sm/Im

for m >> 0, and a direct computation of dim Sm/Im using the exact sequence of
graded S-modules above and the obvious exact sequence

0 → AR( f ) → S3 → J f (d − 1) → 0
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where J f is the Jacobian ideal of f , i.e., the ideal generated by fx , fy, fz in S. More
precisely, if M( f ) = S/J f denotes the corresponding Jacobian algebra, one has

dim Sm/Im = (d − 1)2 − r(d − r − 1) − dim M( f )m+2(d−1)−r , (2.5)

for any m ≥ max{0, 2r − 1 − d}. The claim follows, since τ(A) = dim M( f )s for
s >> 0. The claim that the ideal I defines a simple point on P

2 if and only if A is
nearly free follows from Dimca [6, Theorem 4.1]. Note that the last equality in this
result has a minor misprint, the correct version is δ( f )d−r = 2. �
Remark 2.2 Note that Proposition 2.1 holds for any reduced plane curve C : f = 0
with exactly the same proof, see [13] for further results in this general setting. If
we consider the associated coherent sheaves, the exact sequence in Proposition 2.1
becomes

0 → OP2(−r) → T 〈A〉(−1) → I(r − d + 1) → 0. (2.6)

This exact sequence appeared first in [17, Theorem 2.1] in the case of a nearly free
curve, and this result was the motivation and the inspiration for our approach. It
is known that for any finitely generated graded S-module F , there is an associated
coherent sheaf F on P

2, and conversely, for any coherent sheaf F on P
2, the graded

S-module

�(F) =
∑

k≥0

H0(P2,F(k))

is finitely generated. However, the transformation

F → F → �(F)

is not the identity, i.e., the graded module F cannot be recovered from the associated
coherent sheaf F , though one has Fk = H0(P2,F(k)) for k large enough. Due to this
fact, it seems to us that a statement about graded modules is not just a translation of a
statement about their associated coherent sheaves, but it is slightly more precise.

Following [17], we call P(A) the jumping point of the nearly free arrangementA.
Marchesi and Vallès [17] have considered this jumping point only when 2r < d, and
in this case P(A) is determined byA. In fact, when 2r = d, the corresponding vector
bundle T 〈A〉 is a twist of the tangent bundle of P2, and hence, it has no jumping lines.
We prefer to consider the jumping point P(A) even in the case 2r = d, in spite of
the fact that it does not create any jumping line. The general situation of a reduced
non-free plane curve C is discussed in [13], where the jumping point is replaced by
a jumping 0-dimensional subscheme of P2, whose relation with the jumping lines of
the corresponding vector bundle T 〈C〉 is rather subtle.
Remark 2.3 When A : f = 0 is nearly free with exponents (d1, d2), then one has
the following explicit description of the ideal I , which occurs already in [17]. Let
ρi ∈ AR( f )di for i = 1, 2, 3 a minimal set of generators for the graded S-module
AR( f ), where d3 = d2. Then, there is a relation
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h1ρ1 + h2ρ2 + h3ρ3 = 0

where h1 ∈ S is homogeneous of degree d2−d1+1 and h2, h3 are linearly independent
linear forms in S, see [12].With this notation, the ideal I is generated by h2 and h3, see
[6], the discussion following equation (3.3). Hence, when d1 < d2, the jumping point
P(A) is defined by the system of equations h2 = h3 = 0. For a concrete situation,
see Example 4.9 below.

3 Multiplicity of modular points andminimal degree of Jacobian
syzygies

Recall the following result, see [22, Lemma2.1]. We denote bymp(A) the multiplicity
of an intersection point p of A, that is the number of lines in A passing through the
point p.

Lemma 3.1 If A is a supersolvable line arrangement, p a modular point of A, and q
a non-modular point of A, then m p(A) > mq(A).

The following result relates the multiplicity of a modular point p in A : f = 0 to the
integer r = mdr( f ).

Proposition 3.2 IfA : f = 0 is a supersolvable line arrangement and p is a modular
point of A, then either m p(A) = r + 1, or m p(A) = d − r . In particular, one has

r = min{mp(A) − 1, d − mp(A)}.

Proof The central projection from p induces a locally trivial fibration with base B,
equal to P1 minusmp = mp(A) points, total space M(A), the complement of the line
arrangementA in P2 and fiber F , obtained from P

1 by deleting d −mp + 1 points. It
follows that

χ(M(A)) = χ(B)χ(F) = (mp − 2)(d − 1 − mp). (3.1)

On the other hand, for a line arrangementA, the global Tjurina number τ(A) coincides
to the global Milnor number μ(A), which is the sum of all local Milnor numbers of
the multiple points of A. Indeed, any such singular point is weighted homogeneous,
and hence, we apply again K. Saito’s result, see [20]. Hence, one has

χ(A) = 2 − (d − 1)(d − 2) + τ(A). (3.2)

Here, A is regarded as a singular plane curve and we use a well known formula, see
for instance [5, Formula (4.5)]. It follows that

τ(A) = χ(A) + (d − 1)(d − 2) − 2 = χ(P2) − χ(M(A)) + d2 − 3d =
= (d − 1)2 − (mp − 1)(d − 1 − (mp − 1)).

Now A is free, since it is supersolvable, and hence, there is equality in formula (2.3).
It follows that r = mp − 1 or r = d − mp. �
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Example 3.3 In the full monomial line arrangement

A : f = xyz(xm − ym)(xm − zm)(ym − zm) = 0,

for m ≥ 1, one has r = m + 1, see [5, Example 8.6 (ii)]. The modular points are the
points of multiplicitym+2. Hence in this case, they are all of multiplicitymp = r+1.

Example 3.4 For two integers i ≤ j , we define a homogeneous polynomial in C[u, v]
of degree j − i + 1 by the formula

gi, j (u, v) = (u − iv)(u − (i + 1)v) · · · (u − jv). (3.3)

Consider the line arrangement A : f = 0 of d = d1 + d2 + 1 ≥ 3 lines in P
2 given

by

f (x, y, z) = xg1,d1(x, y)g1,d2(x, z) = 0,

for 1 ≤ d1 < d/2 andd2 = d−1−d1. This line arrangement, denoted by L̂(d1+1, d2+
1), was considered in [8, Example 4.10], [10, Remark 4.1], and is free with exponents
(d1, d2).Moreover, it has twomodular points, one ofmultiplicitym1 = d1+1 = r+1,
the other of multiplicity m2 = d2 + 1 = d − r . Hence, both cases in Proposition 3.2
can occur.

Example 3.5 For the monomial line arrangement

A(m,m, 3) : f = (xm − ym)(xm − zm)(ym − zm) = 0,

for m ≥ 2, one has r = m + 1, and moreover, the line arrangementA(m,m, 3) is free
with exponents (m+1, 2m−2), see [5, Example 8.6 (i)]. There are nomodular points,
but just intersection points of multiplicity 3 and m. So the equalities mp(A) = r + 1
andmp(A) = d−r can both fail for a free line arrangementwhich is not supersolvable.

To refer to certain line arrangements in P
2, we recall the following notation from

[8]. We say that a line arrangement A of d lines is of type L(d,m) if there is a single
point of multiplicitym ≥ 3 and all the other intersection points ofA are double points.
We recall also the following result.

Proposition 3.6 Let A : f = 0 be a line arrangement of d lines in P
2. Then, one has

the following.

(1) mdr( f ) = 1 if and only if d = 3 and A is a triangle, or d ≥ 4 and A is of type
L(d, d − 1). Any such arrangement is free.

(2) Any arrangementA of type L(d, d−2) for d ≥ 5 is nearly free, withmdr( f ) = 2.
(3) Any arrangement A : f = 0 with mdr( f ) = 2 is either of type L(d, d − 2),

or of type L̂(3,m2), or linearly equivalent to the monomial line arrangement
A(2, 2, 3).

For claims (1) and (2), we refer to [8, Proposition 4.7], and for (3) we refer to [23]
or [8, Theorem 4.11].

123



370 Journal of Algebraic Combinatorics (2019) 50:363–378

4 The freeness properties of nearly supersolvable line arrangements

The following result is the analog of Lemma 3.1 in this setting.

Proposition 4.1 If A : f = 0 is a nearly supersolvable line arrangement and p is a
nearly modular point of A, then

m p(A) = max{mq(A) : q ∈ A}.

Proof Consider the supersolvable arrangement B = B(A, p) defined in the Introduc-
tion. Let q be a modular point of B, with q �= p. If q is not on the line L , then q is a
multiple point ofA, and moreover, it is a modular point ofA. This is impossible, since
A is not supersolvable. Hence, q ∈ L , but the line L contains the point p, the point
p′ and some other points of multiplicity 2 in B. Among all these points, clearly p has
the largest multiplicity in B, namely mp(A) + 1. Any other multiple point q ′ /∈ L
of A, occurs as a multiple point of B with the same multiplicity mq ′(A) = mq ′(B).
Lemma 3.1 implies that

mp(B) = mp(A) + 1 > mq ′(B) = mq ′(A),

and hence, mp(A) ≥ mq ′(A). Since mp(A) ≥ 2 = mp′(A), the claim is proved. �
Proposition 4.2 Any line arrangement A : f = 0 with r = mdr( f ) ≤ 2 is either
supersolvable or nearly supersolvable. In particular, ifA consists of d ≤ 5 lines and if
A is either free or nearly free, thenA is either supersolvable or nearly supersolvable.

Proof UseProposition3.6 (3) andnote that the arrangements L̂(m1,m2) andA(2, 2, 3)
are supersolvable, while L(d, d − 2) is clearly nearly supersolvable. The last claim
follows from the inequality 2r ≤ d.

Our interest in this class of line arrangements comes from the following result.

Theorem 4.3 Let A : f = 0 be a nearly supersolvable line arrangement of d lines in
P
2, and let p be a nearly modular point ofA. Then either mdr( f ) = d −mp(A) and

then A is nearly free, or d = 2d1 + 1, mdr( f ) = mp(A) = d1 and then A is free.
In fact, the first case occurs when 2mp(A) ≥ d, while the second case occurs when
2mp(A) = d − 1.

Proof We set again mp = mp(A). The central projection from p induces a locally
trivial fibration with base B, equal to P1 minus mp + 1 points, total space M(B), the
complement of the line arrangementB in P2 and fiber F , obtained from P

1 by deleting
d − mp + 1 points. It follows that

χ(M(B)) = χ(B)χ(F) = (mp − 1)(d − 1 − mp). (4.1)

Note that M(A) is the disjoint union of M(B) with L ′, where L ′ is obtained from L
by deleting d − mp points, and hence

χ(M(A)) = χ(M(B)) + χ(L ′) = (mp − 1)(d − 1 − mp) + (2 − d + mp) =
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= (mp − 2)(d − 1 − mp) + 1. (4.2)

It follows as above that

τ(A) = χ(P2) − χ(M(A)) + d2 − 3d = (d − 1)2 − (mp − 1)(d − 1 − (mp − 1)) − 1.

Now, we apply [7, Theorem 1.2] and we get the following possibilities.

(1) mdr( f ) = d−mp. Then, formula (2.4) implies thatA is nearly free. In particular,
in this case d − mp ≤ d/2, and hence, mp ≥ d/2.

(2) mdr( f ) = mp − 1 andA is free. But formula (2.4) implies thatA is nearly free;
hence, we get a contradiction in this case.

(3) mp ≤ mdr( f ) ≤ d − mp − 1, and in particular mp ≤ (d − 1)/2. But then we
know that

τ(A) ≤ (d − 1)2 − mp(d − 1 − mp)

by using (2.3). Hence,

mp(d − 1 − mp) ≤ (mp − 1)(d − 1 − (mp − 1)) + 1,

which impliesmp ≥ (d−1)/2.Hence, this case is possible onlywhen d = 2d1+1
is odd, and

r = mdr( f ) = mp = d − 1

2
= d1.

These equalities imply that

τ(A) = (d − 1)2 − (r − 1)(d − r) − 1 = (d − 1)2 − r(d − r − 1),

and hence, in this case A is a free arrangement. �
The following direct consequence of Theorem 4.3 is rather surprising, in view of

the fact that the multiplicity of a modular point can be arbitrarily small, as shown by
Example 3.4.

Corollary 4.4 Let A : f = 0 be a nearly supersolvable line arrangement of d lines in
P
2, and let p be a nearly modular point of A. Then,

m p(A) ≥ d − 1

2
.

This result has the following application to the Slope Problem, which we recall briefly
here following [2, Subsection (2.2)]. Let K = R,C. Consider n ≥ 3 distinct points
P1, ..., Pn ∈ K

2, not all collinear and consider the set of lines Li, j determined by all
the pairs of points Pi , Pj for i < j . Two such lines Li, j and Li ′, j ′ have the same slope
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if, when we embed K
2 in the projective space P2(K), the closures Li, j and Li ′, j ′ of

the lines Li, j and Li ′, j ′ meet the line at infinity L = P
2(K) \ K

2 at the same point
D. Let D1, ..., Dw be the points on L obtained by taking the intersections with all the
closures Li, j of the lines Li, j for 1 ≤ i < j ≤ n. The Slope Problem claims that
in these conditions and when K = R, there are at least n − 1 slopes, i.e., with our
notation, one has

w ≥ n − 1.

It is known that this inequality fails for the caseK = C, see Remark 4.6. If we dualize
this setting, as explained in [2, Subsection (2.2)], we replace the points Pi by the dual
lines �i in P

2(K), the points Dj by the lines δ j and the line at infinity L becomes a
point PL . The line arrangement A = {�1, ..., �n, δ1, ..., δw} is supersolvable, with PL
a modular point of multiplicity w, since all the lines δ j pass through PL .

Theorem 4.5 With the above notation, assume that one of the points Dk, say the point
D1, is obtained as an intersection L ∩ Li, j for a unique pair i < j . Then, one has the
stronger inequality

w ≥ n,

valid in both cases K = R,C.

Proof The proof is just a variation of the proof of [2, Proposition 2.7], in which the
supersolvable arrangements are replaced by nearly supersolvable arrangements. It is
enough to note that the line arrangement B obtained from the above line arrangement
A = {�1, ..., �n, δ1, ..., δw} by deleting the line δ1 is nearly supersolvable with PL as
its nearly modular point and the unique intersection point not on a line through PL in
B being the intersection �i ∩ � j ∈ δ1. Indeed, the lines �i , � j , δ1 meet since the dual
points Pi , Pj , D1 are collinear. We conclude by applying Corollary 4.4.

Remark 4.6 WhenA : f = 0 is a supersolvable line arrangement of d lines in P2, and
p is a modular point of A, then the inequality

mp(A) ≥ d − 1

2

can fail. To see this, consider the real supersolvable line arrangement fromExample 3.4
with d1 < d2 − 2 and p the modular point of multiplicity m1 = d1 + 1. On the other
hand, if we set

m(A) = max{mq(A) : q ∈ A},

then, for a real supersolvable arrangement A of d lines, one has the inequality

m(A) ≥ d − 1

2
,
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see [2, Proposition 2.7], where it is shown that this inequality is equivalent to (a positive
answer to) the Slope Problem. Example 3.3 shows that the inequality m(A) ≥ d−1

2
fails for the (complex supersolvable) full monomial line arrangement for d = |A| =
3m ≥ 9.

Remark 4.7 If A : f = 0 is a nearly supersolvable line arrangement of d lines in
P
2 and let p be a nearly modular point of A. Assume that 2mp(A) ≥ d + 1, and

hence, the line arrangement A is nearly free. As mentioned above, A is obtained by
deletion of one line L from the free arrangement B of d + 1 lines, with exponents
d1 = d − mp(A) and d2 = mp(A). Note that the line L contains only two multiple
points of B, namely p with multiplicity mp(A) + 1 and p′ with multiplicity 3, i.e.,
a triple point. A distinct construction of a nearly free line arrangement A from a free
arrangement B with exponents (d1, d2) by deleting one line L ′ is presented in [17,
Proposition 3.1]. In their construction, the line L ′ should contain t = d2 triple points
of B, and hence, our Theorem 4.3 does not cover a special case of their construction.
Note, however, that in both cases, the arrangement A inherits the exponents of B.
Example 4.8 Let Ã(m1,m2) : f = 0 be the line arrangement obtained by taking
the union of two pencils of lines in P

2, one containing m1 ≥ 2 lines, the other
containingm2 ≥ m1 lines, in general position to each other. Then, it is easy to see that
d = m1 + m2, mdr( f ) = m1 and

τ( Ã(m1,m2)) = (d − 1)2 − m1(d − m1 − 1) − (m1 − 1),

see [8, Proposition 4.9]. Choose p to be the base point of the second pencil, hence a
point of multiplicitym2, and p′ to be the base point of the first pencil, hence a point of
multiplicity m1. Then for m1 = 2, we get a nearly supersolvable arrangement, with p
a nearly modular point, and the above formula combined with equality (2.4) implies
that this arrangement is nearly free. Note that for m1 > 2 the arrangement Ã(m1,m2)

is neither free, nor nearly free. This fact explains why in the definition of a nearly
modular point we have considered only points p′ of multiplicity 2.

Example 4.9 Consider the line arrangement A : f = 0 of d = d1 + d2 ≥ 4 lines in
P
2 given by

f (x, y, z) = x(y − z)g1,d1−1(x, y)g2,d2(x, z) = 0

for 2 ≤ d1 ≤ d2, with gi, j as in Example 3.4. The point p1 = (0 : 0 : 1) has
multiplicity d1 (the number of factors in f involving only the variables x and y),
and the point p2 = (0 : 1 : 0) has multiplicity d2. The line arrangement A is
nearly free with exponents (d1, d2), see [8, Example 4.14] or [10, Proposition 4.2].
We describe now a minimal set of generators for the graded S-module AR( f ). Define
new homogeneous polynomials A(u, v) of degree d1 − 1, B(u, v) of degree d2 − 1,
C(u, v) of degree d1 − 2 and D(u, v) of degree d2 − d1 + 1 by the following relation

A(u, v) = g1,d1−1(u, v) = (u − v)C(u, v) and

B(u, v) = g2,d2(u, v) = C(u, v)D(u, v).
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Define now the syzygies ρi = (ai , bi , ci ) ∈ AR( f ) for i = 1, 2, 3 as follows. The
syzygy ρ1 has degree d1 and is given by

a1 = x(A(x, y) + (y − z)Ay(x, y)),

b1 = y(A(x, y) + (y − z)Ay(x, y)) − d(y − z)A(x, y),

c1 = z(A(x, y) + (y − z)Ay(x, y).

The syzygy ρ2 has degree d2 and is given by

a2 = x(−B(x, z) + (y − z)Bz(x, z)),

b2 = y(−B(x, z) + (y − z)Bz(x, z)),

c2 = z(−B(x, z) + (y − z)Bz(x, z)) − d(y − z)B(x, z).

The syzygy ρ3 has again degree d2 and is given by

a3 = x(x − 2y + z)[D(x, z)C(x, y, z) + Cz(x, z)D(x, z) + C(x, z)Dz(x, z)]
+ x(x − y)Cy(x, y)D(x, z),

b3 = y(x − 2y + z)[D(x, z)C(x, y, z) + Cz(x, z)D(x, z) + C(x, z)Dz(x, z)]
+ d(y − x)C(x, y)D(x, z) + y(x − y)Cy(x, y)D(x, z),

and

c3 = z(x − 2y + z)[D(x, z)C(x, y, z) + Cz(x, z)D(x, z) + C(x, z)Dz(x, z)]
− d(x − 2y + z)C(x, z)D(x, z) + z(x − y)Cy(x, y)D(x, z).

In the above formulas, a subscript indicate a partial derivatives, for instance Ay(x, y)
is the partial derivatives of A(x, y) with respect to y. More we use the notation

C(x, y, z) = C(x, y) − C(x, z)

y − z
.

The first (resp. second) syzygy ρ1 (resp. ρ2) is obtained using the multiple point p2
(resp. p1) and the general recipe presented in [7, Section (2.2)]. The third syzygy ρ3
is obtained by dividing the vector in S3

D(x, z)ρ1 + (x − 2y + z)ρ2

by y − z. Hence, we get the following generator of the relations among ρ1, ρ2 and ρ3:

D(x, z)ρ1 + (x − 2y + z)ρ2 − (y − z)ρ3 = 0. (4.3)

Note thatA is nearly supersolvable, with a nearly modular point given by p = (0 : 1 :
0) with multiplicity mp = d2. The only node not connected by a line to p is the point
p′ = (1 : 1 : 1). If d1 < d2 or if d1 = d2 and the exact sequence in Proposition 2.1 or
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in Remark 2.2 is constructed using ρ1, ρ2, ρ3 above, then p′ = P(A) is the jumping
point of the arrangement, i.e., the solution of the equations

x − 2y + z = y − z = 0

coming from (4.3), see also [17, Proposition 2.7].

Remark 4.10 The nearly free arrangementA : f = 0 in Example 4.9 is obtained from
the free arrangement C : g(x, y, z) = xg1,d1−1(x, y)g2,d2(x, z) = 0 with exponents
(d ′

1 = d1 − 1, d ′
2 = d2 − 1), of type L̂(d1, d2) as discussed in Example 3.4, by adding

the line L : y − z = 0. Note that this line L contains d1 − 2 = d ′
1 − 1 triple points,

namely the points (k : 1 : 1) for k = 2, 3, . . . , d1 − 1, and hence, the arrangement A
can be regarded as the result of the construction described in [17, Proposition 3.3]. In
particular, [17, Proposition 3.5] implies that the jumping point P(A) should belong to
the line L , a result less precise thanwhatwe have shown above by explicit computation,
namely that p′ = P(A). Moreover, in the case d1 = d2 = 2 the software SINGULAR
gives different generators ρ′

1, ρ
′
2, ρ

′
3 for AR( f ), namely

ρ′
1 = (4xy − 5xz, 4xy − 4xz − yz, 4xy − 4xz − 4yz + 3z2),

ρ′
2 = (x2 − 2xy + xz,−3xy + 2y2 + 4xz − 3yz, xz − 2yz + z2)

and

ρ′
3 = (12x2 + 4xy − 23xz, 12x2 + 4xy − 28xz + 5yz, 12x2

+4xy − 28xz − 4yz + 9z2)

One checks the following relation

(−3x − y + 4z)ρ′
1 + (−3z)ρ′

2 + (y − z)ρ′
3 = 0

Depending which of the syzygies ρ′
1, ρ′

2 and ρ′
3 are chosen as the first syzygy ρ1 in

the exact sequence from Proposition 2.1, we get the following jumping points:

(i) z = y − z = 0, hence P(A) = (1 : 0 : 0), when ρ1 = ρ′
1,

(ii) −3x − y + 4z = y − z = 0, hence P(A) = (1 : 1 : 1), when ρ1 = ρ′
2,

(iii) −3x − y + 4z = z = 0, hence P(A) = (1 : −3 : 0), when ρ1 = ρ′
3.

Hence, when d1 = d2 the choice of the jumping point P(A) is not unique.

Example 4.11 Consider the line arrangement A : f = 0 of d = 2d1 + 1 ≥ 5 lines in
P
2 given by

f (x, y, z) = x(y − z)(y + x − z)g1,d1−1(y, x)g2,d1(z, x) = 0

for 2 ≤ d1, with gi, j as in Example 3.4. Then, the line arrangement A is free with
exponents (d1, d1) by Theorem 4.3. Indeed, A is nearly supersolvable, with a nearly
modular point given by p = (0 : 1 : 0) with multiplicity mp = d1. The only
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node not connected by a line to p is the point p′ = (1 : 1 : 1). It follows that
this example corresponds to the case (3) in the proof of Theorem 4.3, since d1 =
mdr( f ) = (d − 1)/2. Note that this arrangement has a second nearly modular point
at p0 = (0 : 0 : 1), with the corresponding node at p′

0 = (1 : d1 : d1). This shows
that the nearly modular point is not necessarily unique when d1 = d2.

Corollary 4.12 Any nearly supersolvable free (resp. nearly free) line arrangement A
satisfies Terao’s Conjecture, namely if another line arrangementB has the same inter-
section lattice asA, then B is also free (resp. nearly free) with the same exponents as
the line arrangement A.

Proof In the above statement, the intersection lattices refer in fact to the intersection
lattices of the corresponding central plane arrangements in C

3. It is clear that nearly
supersolvability is a combinatorial property, and hence,B is also nearly supersolvable.
If p (resp. q) denotes a nearly modular point for A (resp. the corresponding nearly
modular point for B), then clearly mp(A) = mq(B). The claim follows then from
Theorem 4.3. �
Remark 4.13 If A : f = 0 is a supersolvable line arrangement of d lines in P

2,
then it is known that the complement M(A) is a K (π, 1)-space, see [5, Theorems
4.15 and 4.16]. When A : f = 0 is the nearly supersolvable line arrangement from
Example 4.9, then [10, Proposition 5.3] shows that the complement M(A) is not a
K (π, 1)-space, at least when d1 = 2 or for the pair (d1, d2) = (3, 3).

5 Splitting types and jumping lines for the bundle of logarithmic
vector fields

Let EA be the locally free sheaf on X = P
2 defined by

EA = T 〈A〉(−1), (5.1)

where T 〈A〉 is the sheaf of logarithmic vector fields alongA as considered for instance
in [1,9,13]. For a line L in X , the pair of integers (dL

1 , dL
2 ), with dL

1 ≤ dL
2 , such that

EA|L � OL(−dL
1 ) ⊕ OL(−dL

2 ) is called the splitting type of EA along L , see for

instance [15,18]. For a generic line L0, the corresponding splitting type (dL0
1 , dL0

2 ) is
constant.

Note that A is free with exponents d1 ≤ d2 if and only if EA = OX (−d1) ⊕
OX (−d2), and hence, the splitting type is (d1, d2) for any line L . One has the following
result, see [4, Lemma 3.6], or apply Lemma 3.1 and Proposition 3.2 above.

Corollary 5.1 Let A be a supersolvable line arrangement, with d = |A| and m =
m(A) the maximal multiplicity of an intersection point of A. Then, the (unordered)
splitting type of A along any line L is (m − 1, d − m).

WhenA is nearly freewith exponentsd1 ≤ d2, then thegeneric (unordered) splitting
type is (d1, d2 − 1) and an unordered splitting type is (d1 − 1, d2) for a jumping line
L , see [1, Corollary 3.4]. This implies the following via Theorem 4.3.
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Corollary 5.2 LetA : f = 0 be a nearly supersolvable line arrangement, with d = |A|
and p a nearly modular intersection point ofA. Then, the only possible cases are the
following.

(1) 2mp(A) < d. Then, d = 2mp(A)+1 is odd andA is free with exponents (d1, d1)
with d1 = mp(A), the generic splitting type is (d1, d1) and there are no jumping
lines.

(2) 2mp(A) = d. Then, A is nearly free with exponents (d1, d1) with d1 = mp(A),
the generic splitting type is (d1 − 1, d1) and there are no jumping lines.

(3) 2mp(A) > d. Then, A is nearly free with exponents (d1, d2) with d1 = d −
mp(A), d2 = mp(A) and the generic splitting type is (d1, d2 − 1). A line L is a
jumping line if and only if it passes through the jumping point P(A) of the nearly
free arrangement A, and the corresponding splitting type is (d1 − 1, d2).

In particular, for a nearly supersolvable line arrangement the generic splitting type
of T 〈A〉 is determined by the combinatorics.

Proof The only claim that needs justification is the last one, which follows from [17,
Proposition 2.4]. Note that in this case d1 < d2, and hence, the jumping point P(A)

is uniquely defined by the line arrangement A as we noticed in Proposition 2.1 and
Remark 4.10. �
One can use this result and [3, Theorem 1.2] to show that a finite set of points Z in P2

whose dual line arrangement AZ is nearly supersolvable never admits an unexpected
curve. We refer to [3,4] for more on this subject, see in particular [4, Theorem 3.7].

Remark 5.3 It is a major open question whether the generic splitting type of T 〈A〉
is determined by combinatorics for any line arrangement, see [3, Question 7.12].
The nearly supersolvable line arrangements form a class where this question has a
positive answer. For the moment, there is no combinatorial description for the larger
class of nearly free line arrangements; hence, if A is nearly free and A′ has the same
combinatorics as A, we do not know whether A′ is also nearly free. When this is the
case, then A and A′ have the same exponents and hence the same generic splitting
type for T 〈A〉 and for T 〈A′〉.

References

1. Abe, T., Dimca, A.: On the splitting types of bundles of logarithmic vector fields along plane curves.
Internat. J. Math. 29, 1850055 (2018)
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8. Dimca, A., Ibadula, D., Măcinic, A.: Numerical invariants and moduli spaces for line arrangements.
arXiv:1609.06551

9. Dimca, A., Sernesi, E.: Syzygies and logarithmic vector fields along plane curves. J. Éc. polytech.
Math. 1, 247–267 (2014)

10. Dimca, A., Sticlaru, G.: On the exponents of free and nearly free projective plane curves. Rev. Mat.
Complut. 30, 259–268 (2017)

11. Dimca, A., Sticlaru, G.: Free divisors and rational cuspidal plane curves. Math. Res. Lett. 24, 1023–
1042 (2017)

12. Dimca, A., Sticlaru, G.: Free and nearly free curves vs. rational cuspidal plane curves. Publ. Res. Inst.
Math. Sci. 54, 163–179 (2018)

13. Dimca, A., Sticlaru, G.: On the jumping lines of bundles of logarithmic vector fields along plane curves.
arXiv:1804.06349

14. du Plessis, A.A., Wall, C.T.C.: Application of the theory of the discriminant to highly singular plane
curves. Math. Proc. Cambridge Philos. Soc. 126, 259–266 (1999)

15. Faenzi, D., Vallès, J.: Logarithmic bundles and line arrangements, an approach via the standard con-
struction. J. Lond. Math. Soc. 90, 675–694 (2014)

16. Jambu, M., Terao, H.: Free arrangements of hyperplanes and supersolvable lattices. Adv. Math. 52,
248–258 (1984)

17. Marchesi, S., Vallès, J.: Nearly free curves and arrangements: a vector bundle point of view.
arXiv:1712.04867

18. Okonek, C., Schneider, M., Spindler, H.: Vector Bundles on Complex Projective Spaces. With an
Appendix by S. I. Gelfand. Modern Birkhäuser Classics. Birkhäuser, Basel (1980)

19. Orlik, P., Terao, H.: Arrangements of Hyperplanes. Springer, Berlin, Heidelberg, New York (1992)
20. Saito, K.: Quasihomogene isolierte Singularitäten vonHyperflächen. Invent.Math. 14, 123–142 (1971)
21. Scott, P.: On the sets of directions determined by n points. Amer. Math. Monthly 77, 502–505 (1970)
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