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Abstract The rapid growth of the Web has increased the difficulty of finding the infor-
mation that can address the users’ information needs. A number of recommendation 
approaches have been developed to tackle this problem. The increase in the number of data 
providers has necessitated the development of multi-publisher recommender systems; sys-
tems that include more than one item/data provider. In such environments, preserving the 
privacy of both publishers and subscribers is a key and challenging point. In this paper, 
we propose a multi-publisher framework for recommender systems based on a client–
server architecture, which preserves the privacy of both data providers and subscribers. We 
develop our framework as a content-based filtering system using the statistical language 
modeling framework. We also introduce AUTO, a simple yet effective threshold optimi-
zation algorithm, to find a dissemination threshold for making acceptance and rejection 
decisions for new published documents. We further propose a language model sketching 
technique to reduce the network traffic between servers and clients in the proposed frame-
work. Extensive experiments using the TREC-9 Filtering Track and the CLEF 2008-09 
INFILE Track collections indicate the effectiveness of the proposed models in both single- 
and multi-publisher settings.
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1 Introduction

The rapid growth of the World Wide Web increases the difficulty of finding the information 
related to users’ information needs. Recommender systems or information filtering systems 
have been developed to tackle this problem, since 1990s. Information filtering systems 
notify people about new unstructured or semi-structured data (Belkin and Croft 1992).

Various filtering approaches, including content-based, collaborative, demographic, and 
hybrid, have been investigated in recommender systems (Bobadilla et al. 2013). Recently, 
as a result of increasing the amount of training data in recommender systems, collabora-
tive filtering, which is mainly based on user-user similarities, has attracted much attention. 
However, the training data that can be used for training collaborative filtering systems is 
not always available, and thus collaborative filtering cannot be always used. On the other 
hand, content-based filtering systems only recommend items based on user-item similari-
ties. Improving the performance of content-based filtering can also directly affect the per-
formance of hybrid recommender systems. Existence of systems like Google Alert and 
the QSR system (i.e., query-specific web recommendation) Yang and Jeh (2006) indicate 
the importance of content-based information filtering systems which are the focus of this 
paper.1

The increase in the number of data providers, such as publishers and news agencies, 
makes it extremely difficult for users to keep track of their information needs from all data 
providers. The recent popularity of smart-phones and various mobile information filter-
ing applications also motivates the study of multi-publisher recommender systems. There-
fore, developing a multi-publisher recommendation framework could help both subscribers 
(users) and publishers (data providers) to achieve their goals: subscribers want to obtain 
all the information related to their needs and publishers want to send all relevant data to 
the subscribers. With more than one publisher in recommender systems (henceforth called 
multi-publisher recommender systems), we should make sure that a publisher does not have 
access to the documents of the other publishers. Furthermore, publishers should not be 
aware of the documents recommended by the other publishers, which are accepted by a 
subscriber. Therefore, preserving the privacy of both publishers and subscribers is a neces-
sity in multi-publisher environments (see Sect. 3 for more details).

Lops et al. (2011) presented a high-level architecture for content-based filtering systems, 
which covers previous research studies in this area. Their proposed architecture is applica-
ble to environments with only one data provider. Increasing the number of data publishers 
necessitate the development of a multi-publisher framework that preserves the privacy of 
both data providers and subscribers. For instance, publishers should not have access to the 
documents that were recommended to the users by other publishers. In this paper, we only 
study the privacy issues that are specific to multi-publisher environments. On the other 
hand, by growing the number of subscribers, scalability becomes an important issue in rec-
ommender systems. In this paper, we introduce a scalable framework for multi-publisher 
recommender systems based on a client–server architecture, which preserves the privacy of 
both publishers and subscribers.

In order to develop content-based filtering systems, various information retrieval 
approaches have been extensively studied. Although the language modeling framework 
(Ponte and Croft 1998) is among the state-of-the-art retrieval frameworks, not much 

1 In this paper, we focus on recommending textual data, such as news articles, scientific publications, etc.
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attention has been paid to this framework in information filtering. Although a few studies 
(Bogers and van den Bosch 2007, 2009; Lavrenko et al. 2000; Zhang and Callan 2001a) 
have considered the language modeling framework for content-based filtering, we believe 
some components of content-based recommender systems (e.g., profile updating) are still 
needed to be deeply analyzed in the language modeling framework. In this paper, we use 
statistical language models to develop the proposed framework. In more detail, we employ 
a unigram language model for creating structured representations for documents and the 
KL-divergence retrieval model (Lafferty and Zhai 2001) for computing the similarity 
between documents and user profiles.

We further introduce a simple yet effective threshold optimization algorithm, called 
auto-adjust threshold optimization (AUTO), to calculate the dissemination threshold in the 
recommendation process. The similarity score of each new document and each profile is 
compared with this threshold to make an acceptance or rejection decision. Selecting an 
optimal threshold can have a significant effect on the filtering performance (Zhang and 
Callan 2001b). We then prove the stability of AUTO algorithm showing that it is not highly 
sensitive to the initial threshold value. Our experiments also confirm this theoretic finding.

As mentioned above, the proposed framework is designed based on a client–server 
architecture. Therefore, reducing the network traffic between the server-side and the client-
side applications becomes important. To do so, only a language model sketch of each docu-
ment is sent to the client-side applications. The language model sketch should be a good 
representation of the original document and the client-side application should be able to 
make the recommendation decision based on this sketch. To achieve this goal, we propose 
a language model sketching technique based on the language modeling framework.

To summarize, the main contributions of this paper include:

– Introducing and formalizing the problem of multi-publisher recommender systems
– Presenting a scalable privacy-preserving framework for multi-publisher recommender 

systems based on a client–server architecture
– Implementing the proposed framework using statistical language models for document 

filtering
– Designing a simple yet effective threshold optimization algorithm and proving its sta-

bility
– Proposing a language model sketching technique to reduce the network traffic between 

clients and servers

In our experiments, we use the OHSUMED collection (Hersh et  al. 1994) which was 
used in the TREC-9 Filtering Track (Robertson and Hull 2000) and the INFILE collec-
tion which was used in the CLEF 2008 and 2009 Information Filtering Evaluation Track 
(Besançon et al. 2009). The experiments investigate the effectiveness of the proposed lan-
guage modeling-based approach for adaptive filtering. Different aspects of the proposed 
adaptive filtering method (e.g., threshold optimization and profile updating) are extensively 
explored. We further demonstrate the effectiveness of the proposed framework in multi-
publisher environments.

The rest of this paper is structured as follows: we review notable related work in Sect. 2. 
The multi-publisher recommender systems problem is introduced in Sect.  3. Section  4 
describes the proposed multi-publisher framework for recommender systems. We further 
explain how we develop the proposed framework in Sect. 5. After that, we elaborate on the 
scalability of the proposed framework and prove the stability of the AUTO algorithm in 
Sect. 6. Section 7 reports the experimental results and investigates the effectiveness of the 
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proposed framework. We finally conclude our methodologies and results and discuss pos-
sible future directions in Sect. 8.

2  Related work

In this section, we first briefly mention the existing recommender system approaches, 
mostly those related to our research. We then review the work related to scalability and 
privacy-preservation in recommender systems. Finally, we provide a brief explanation for a 
number of mobile information filtering and document summarization methods.

2.1  Recommender systems

Recommender systems are partitioned into three main categories: demographic, collabora-
tive, and content-based filtering (Bobadilla et al. 2013). Hybrid recommendation can also 
be counted as the fourth category, which refers to the combination of the mentioned types 
of recommender systems. In this subsection, we shortly review existing recommender sys-
tems with a particular focus on content-based recommender systems.

Demographic Filtering Demographic recommender systems use demographic features 
of users, such as age, gender, and nationality, for making recommendations. Krulwich 
(1997) created the first demographic recommender system in which demographic features 
were gathered directly from the users. Pazzani (1999) further proposed a framework which 
uses demographic information for recommendation. More recently, Beel et al. (2013) pre-
sented an overview of the data gathered from real-word recommender systems, which 
demonstrates the importance of considering demographic features for recommendation 
purposes.

Collaborative Filtering Collaborative filtering is the second type of recommender sys-
tems which has recently attracted much attention. The research studies in collaborative fil-
tering are mostly based on machine learning and data mining approaches. Collaborative 
recommender systems focus on user-user and/or item-item relations for generating recom-
mendation lists. To do so, many machine learning techniques, such as clustering, matrix 
factorization, and factorization machines, have been proposed. For instance, Wang et  al. 
(2014) addressed the sparsity issue by clustering the users using the K-means algorithm. 
Hu et al. (2014) also proposed a clustering-based collaborative filtering method to handle 
big data. They first clustered the services (items) and then selected one of the clusters for 
making the recommendations. Matrix factorization techniques have been investigated as 
the most common technique in collaborative filtering (Koren and Bell 2011). The main 
goal of these techniques is capturing latent factors from user-item matrices. Hofmann 
(2004) proposed to employ probabilistic latent semantic analysis (pLSA) to learn latent 
factors for collaborative filtering. Singular value decomposition (SVD) is a popular matrix 
factorization approach for recommender systems (Takács et al. 2008).

A number of popular collaborative filtering approaches do recommendation based on 
neighborhood selection algorithms (Su and Khoshgoftaar 2009). The links between users 
in social networks have been also considered for neighborhood selection (Yang et al. 2014). 
A number of collaborative filtering approaches have also focused on information retrieval 
strategies, such as the vector space and probabilistic models (Soboroff and Nicholas 2000; 
Turney and Pantel 2010; Wang et al. 2010). More recently, Parapar et al. 2013 considered 
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relevance-based language models (Lavrenko et  al. 2001) for collaborative recommender 
systems.

Content-based Filtering The third type of recommender systems is content-based filter-
ing which uses user-item similarities for recommendation purposes. In this kind of recom-
mender systems, the recommended items to a given user u are the ones similar to those 
that were previously liked by the user u (Belkin and Croft 1992; Hanani et al. 2001; Lops 
et al. 2011). There are many research articles on content-based filtering in TREC Filter-
ing Tracks from 1997 to 2002 (Hull 1997, 1998; Hull and Robertson 1999; Robertson and 
Hull 2000; Robertson and Soboro 2001; Robertson and Soboroff 2002). After that, a com-
petition for evaluating mono-lingual and cross-lingual filtering systems was introduced in 
CLEF 2008 and 2009 Information Filtering Evaluation (INFILE) Track (Besançon et al. 
2009). The Contextual Suggestion Track is another relevant shared task organized by 
TREC from 2012 to 2016 (Dean-Hall et al. 2012, 2013, 2014, 2015; Hashemi et al. 2016). 
In this task, each user profile consists of a set of past suggestions plus some contextual 
information. The task is to rank a number of suggestions for each user. Simultaneous to our 
work, CLEF 2017 introduces the NewsREEL shared-task (Lommatzsch et  al. 2017) that 
focuses on providing news recommendation for multiple publishers. The framework used 
to evaluate this shared-task is fundamentally different from ours. The boldest difference is 
that there is a trustee system in the CLEF NewsREEL 2017 framework, named plista, that 
should be aware of the data from all publishers. However, in our framework, publishers 
directly send and receive data to and from users (clients) and such a trustee is not required. 
This makes our framework more applicable for real-world scenarios. It is noteworthy that 
this shared-task provides yet another evidence for the importance of recommendation in 
multi-publisher environments.

Fig. 1  The high-level architecture of content-based recommender systems introduced in Lops et al. (2011)
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Lops et  al. (2011) presented a high-level architecture for content-based filtering sys-
tems. Each content-based filtering system includes three main components: item represen-
tation, filtering component, and profile learner. This architecture is visualized in Fig.  1. 
Most of the previous methods use the vector space framework and the tf − idf  retrieval 
model for the item representation and the filtering components (Pazzani and Billsus 2007; 
van Metern and van Someren 2002; Mooney and Roy 2000; Lops et al. 2011). Castro et al. 
(2014) proposed an entropy-based approach to improve the simple tf − idf  method for con-
tent-based recommender systems. A few studies on language modeling have focused on 
content-based recommender systems. Bogers and van den Bosch (2007) compared different 
retrieval models in the content-based filtering task. They exploited the language modeling 
approach proposed by Ponte and Croft (1998) and showed that language modeling achieves 
a good performance in many cases. In Wang et al. (2010), relevance-based language mod-
eling Lavrenko et al. (2001) is considered for forum-based news recommendation. In this 
paper, we also focus on the language modeling framework which allows us to have a strong 
statistical foundation to be able to extend our work in the future. In this paper, unlike in the 
existing ones, we analyze different aspects of content-based recommender systems, such as 
profile updating, in the language modeling framework.

As pointed out above, profile learner is another main component in content-based rec-
ommender systems. For updating user profiles, the Rocchio feedback algorithm (Rocchio 
1971) has been extensively used in previous work (Allan 1996; Pazzani and Billsus 2007). 
Optimizing the dissemination threshold for making the acceptance or rejection decisions is 
one of the most influential parts in content-based filtering systems. KUN (Arampatzis et al. 
2000) is one of the teams participated in the TREC-9 Filtering Track competition. They 
used a novel threshold optimization method which helps them to achieve the first rank in 
the competition. Zhang and Callan (2001b) also presented a threshold optimization algo-
rithm based on maximum likelihood estimation (MLE) and achieved a better performance 
compared to KUN. Similar to KUN and MLE, there are a number of papers in the litera-
ture (Arampatzis et al. 2000; Arampatzis 2001; Arampatzis and van Hameran 2001; Zhang 
and Callan 2001b) with similar assumptions: they assumed that the distribution of relevant 
and non-relevant documents are normal and exponential, respectively. They further tried to 
estimate the parameters of these distributions. Arampatzis et al. (2009) used these assump-
tions to estimate where one should stop reading ranked lists in information retrieval.

Hybrid Filtering Hybrid filtering refers to a combination of more than one of the afore-
mentioned types of recommender systems. Real-world recommender systems mostly use 
hybrid filtering because of their high accuracy (Bobadilla et  al. 2013). Combination of 
content-based and collaborative filtering approaches is often used in hybrid systems (Bar-
ragáns-Martínez et al. 2010; Choi et al. 2012). Hybrid systems are usually based on proba-
bilistic, machine learning, or bio-inspired methods. For instance, Linqi and Li (2008) used 
a genetic algorithm to combine the results of different recommender systems. Shinde and 
Kulkarni (2012) clustered users’ opinions and selected one of the clusters with high-quality 
ratings to make recommendations. Chen et al. (2014) improved hybrid filtering systems for 
e-learning environments by using sequential pattern mining algorithms to filter the results 
of recommender systems. Since hybrid systems are combinations of individual filtering 
methods, improving any kind of the mentioned filtering categories may lead to improve-
ments in the hybrid systems, as well.

According to Burke (2002), different types of recommendation approaches can be com-
bined with different strategies. (1) Weighted hybrid recommender system combines differ-
ent recommendation results obtained by different methods, in a weighted manner. (2) Mixed 
hybrid recommender system presents the results obtained by different recommendation types 
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to the users. (3) Feature combination-based hybrid system treats collaborative information as 
features and uses content-based approaches over this new feature space to make the final rec-
ommendations. (4) Cascade hybrid recommendation refines the recommendation list gener-
ated by a recommendation method using another recommendation approach. (5) Feature aug-
mentation refers to a method that first categorizes or classifies the data and then uses different 
recommendation techniques to improve the performance. (6) Meta-level recommendation uses 
the model generated by one of the recommendation methods as an input to another recom-
mendation approach.

2.2  Scalability in recommender systems

The exponential growth of data providers and subscribers in the Internet makes scalability an 
important issue in recommender systems. In Tryfonopoulos et al. (2009), a query indexing 
method was proposed for information filtering systems to tackle the scalability issues. The 
authors presented a data structure and an indexing algorithm for network-based filtering sys-
tems, such as peer-to-peer networks, where all peers can store data for making recommenda-
tions. Hence, it cannot be applied to all cases. In addition, they only evaluated their proposed 
method in terms of scalability. In Zimmer et al. (2008), a peer-to-peer architecture for infor-
mation filtering systems was proposed. They introduced the MAPS architecture and showed 
the scalability of their framework. This architecture can only be applied to peer-to-peer envi-
ronments. Tryfonopoulos and Andreescu (2011) modeled the cost of information in filtering 
systems for approximate information filtering. In approximate filtering systems, subscribers 
only monitor the selected data sources. Recently, distributed large-scale information filtering 
was studied in Tryfonopoulos et al. (2014). This methodology also only considers peer-to-peer 
networks.

2.3  Privacy‑preservation in recommender systems

There are several privacy issues in various types of recommender systems that should be taken 
into account. Bonchi and Ferrari (2010) reviewed a number of privacy-preservation tech-
niques for web recommender systems. According to their study, storing sensitive data (e.g., 
the information about users’ preferences) in clients is a possible way to protect the privacy 
of users in content-based recommender systems. Erkin et al. (2012) proposed a privacy-pre-
serving content-based filtering approach based on homomorphic encryption. In fact, their 
method obscures private information from the service provider. Parameswaran and Blough 
(2007) proposed to obfuscate sensitive data in such a way that it preserves individual privacy 
for collaborative recommender systems. Other techniques, such as randomized perturbation 
(Polat and Du 2003) and cryptography approaches (Zhan et al. 2010), have been also proposed 
for protecting the users’ privacy in recommender systems. Cissée and Albayrak (2007) pro-
posed a privacy-preserving method based on multi-agent systems. But, they did not evaluate 
their approach in terms of scalability and filtering performance. In this paper, we propose a 
client–server architecture which preserves the privacy of all participants in a multi-publisher 
filtering system. To the best of our knowledge, this is the first attempt to use this popular archi-
tecture for developing recommender systems.
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2.4  Mobile information filtering

Mobile devices have recently become a primary platform for information access, retrieval, 
and filtering (Crestani et al. 2017). Mobile recommender systems are becoming more and 
more popular, especially when it comes to the area of travel and tourism (Braunhofer et al. 
2014; Elahi et al. 2015; Gavalas et al. 2014; Ricci 2010). The availability of smart-phones 
with high-speed Internet access and position detection services (e.g., GPS) as well as the 
successful development of personal digital assistants (PDAs) have fostered the develop-
ment of mobile information filtering systems (Ricci 2010). Mobile devices introduce some 
limitations, such as small screen sizes and relatively low processor power (Polatidis and 
Georgiadis 2014).

These unique characteristics as well as the availability of various similar or related 
smart-phone applications enhance the importance of recommending items from various 
data sources via mobile phones. For instance, several music streaming applications are 
available for smart-phones and recommending music from all of these sources could be 
interesting for many users. Such examples also provide a high potential for the applicabil-
ity of multi-publisher recommender systems in mobile scenarios. We believe that studying 
multi-publisher recommender systems for mobile phones is a potential interesting future 
direction.

2.5  Summarization

Summarization is a research task in the natural language processing and information 
retrieval fields. Summarization in natural language processing (NLP) generally refers to 
generating a human-readable summary which describes the main content of a given docu-
ment in brief (Jurafsky and Martin 2009; Saggion and Poibeau 2012). Summarization 
techniques in NLP can be partitioned into two categories: close and open summarizations. 
In close summarization, only the words and sentences from the original document can be 
used; however, open summarization can use additional resources. In close summarization, 
text categorization is a main technique for extracting informative sentences from long doc-
uments (Mani 1999; Neto et al. 2000). In Antiqueira and Oliveira (2009), a graph-based 
approach was also used to select high-ranked sentences. In open summarization, knowl-
edge-based approaches have been widely explored. For instance, using lexical resources 
to generate summaries is counted as a knowledge-based approach for summarization (Sag-
gion and Lapalme 2002; Li et al. 2010).

Summarization in information retrieval has been mostly used to reduce the index size 
in order to increase the scalability of retrieval systems, which was firstly introduced by 
Luhn (1958). After that, Brandow et  al. (1995) showed that summarization for indexing 
may improve the precision, but it may lead to a dramatic drop in the recall value. Sakai 
and Spärck-Jones (2001) indicated that in addition to reducing the index size, summariza-
tion can be useful to improve pseudo-relevance feedback. The reason is that summarization 
can improve the precision value and pseudo-relevance feedback assumes that a small set 
of top-retrieved documents are relevant to the query, and thus improving the precision can 
significantly affect the feedback performance. They stated that the best compression ratio 
is 10–30% to achieve a good performance. To have a scalable retrieval, Müller et al. (2005) 
presented a summary-based retrieval in peer-to-peer networks. In Wan and Xiao (2010), a 
summarization technique was proposed based on the k-nearest neighbors algorithm. They 
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chose a small number of nearest documents to generate a better summary. All of the men-
tioned techniques and applications show the importance of summarization.

In this paper, we propose a sketching approach for language modeling framework (Ponte 
and Croft 1998) based on the KL-divergence retrieval model (Lafferty and Zhai 2001) that 
differs from existing summarization models.

3  Multi‑publisher recommender systems: problem statement 
and motivation

Regarding the explosive growth of the Internet, the number of data providers has been tre-
mendously increased in the World Wide Web. As a result, users would like to keep track of 
the subjects they are interested in, from different data sources. For instance, researchers in 
the field of computer science need to follow the papers published by ACM Digital Library, 
IEEE Computer Society, Elsevier Inc., etc. As another popular example, many users like to 
follow daily news published by different news agencies. Furthermore, different data pro-
viders can provide different items, but there might be common information that can be 
transferred among them to improve the recommendation performance. Previous work on 
cross-domain and multi-domain recommender systems and related tasks (Adomavicius and 
Tuzhilin 2005; Cantador et al. 2015; Cremonesi et al. 2011; Montazeralghaem et al. 2016b; 
Tang et al. 2012; Zamani et al. 2015; Zhang et al. 2010) can be considered as special cases 
of the recommendation task with more than one data provider. Therefore, following more 
than one data source by a user could potentially be an important problem. Increasing the 
number of data providers in the Web also enhances the importance of studying recom-
mender systems in these environments. We refer to them as “multi-publisher” environ-
ments. To the best of our knowledge, this is the first attempt to study recommender systems 
in multi-publisher environments.

Sometimes the provided data by publishers is publicly available. In these situations, the 
problem of multi-publisher recommender systems can be cast to single-publisher or tradi-
tional recommender systems. In other words, the data published by different publishers can 
be put together as a source data and a recommender system can be employed for the rec-
ommendation process. Google Alerts2 is a popular web service to make recommendations 
using public data in the Web. In fact, it is assumed that all data are publicly available and 
thus, privacy issues are not considered.

In some cases, data providers publish private information, the information that is not 
publicly available and users should register or pay to have access to the data. The exist-
ing recommender system frameworks assume to have full access to all the data and also 
the users profiles, which is usually constructed using the previously relevant recommended 
information. Having such an access is impossible in the real world recommender systems 
with private information since:

1. in many cases, the publishers are competing with each other and do not allow the others 
to access their databases.

2. user profiles usually include the previous recommended data which is provided by vari-
ous publishers. Therefore, having full access to the user profiles is equivalent to having 

2 https ://www.googl e.com/alert s.

https://www.google.com/alerts
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access to parts of the data which might be private. Obviously, it is against the privacy 
right of publishers.

3. access of a publisher to the recommended data provided by other publishers is against 
the privacy right of users, since users may prefer to hide the information they received 
from other publishers.

To tackle the privacy issues in multi-publisher environments, a possible solution would 
be to deploy separate recommender systems for each data publisher. In other words, this 
solution casts a multi-publisher recommender system to n single-publisher recommender 
systems, where n denotes the total number of data publishers. Although this solution does 
not suffer from the three aforementioned problems, it has main drawbacks, such as: (i) this 
solution is not effective since the recommender system of each publisher does not use the 
information that users liked, but is recommended by the other publishers. (ii) developing a 
recommender system for each publisher is highly expensive and many data publishers can-
not afford it.

To summarize, according to various potential usages, multi-publisher recommender sys-
tems should be considered as an important research problem. In this problem, efficiency, 
scalability, and privacy-preservation on both user and publisher sides are the key issues 
which should be taken into consideration.

4  Multi‑publisher framework for recommender systems

In this section, we propose a multi-publisher framework based on client–server architecture 
in which publishers and users play the roles of servers and clients, respectively. Unlike the 
aforementioned recommendation frameworks, in this framework each user has two pro-
files: a public and a private profile. The purpose for using two profiles is to consider the 
data recommended by other publishers to improve the recommendation performance while 
preserving the privacy of both users and publishers. The public profile is the one that is 
explicitly created by users. This profile is publicly available for all the publishers. It can be 
easily constructed by the initial query issued by users during the registration in the system. 
However, the private profile is automatically created using the recommendation history and 
the user’s feedbacks. This profile is not accessible by the publishers or other users. There-
fore, public and private profiles are stored in the server-side (publisher) and the client-side 
(user) applications, respectively.

The high-level architecture of the proposed framework is presented in Fig. 2. Accord-
ing to the proposed framework,3 each new item is stored and indexed in the server-side 
application. Similarity between the public profiles and a new generated item is also 
computed in the server-side application. After that, the server-side application makes 
the initial recommendation decisions and sends a sketch of the new generated item (a 
good and also a short enough representation of the item) to the client-side applications. 
As mentioned above, this application is stored and run in the users side and is responsi-
ble for making the personalized decisions. Hence, by computing the similarity between 
the private profile and the received language model sketch, the client-side application 

3 We modify the high-level architecture of single-publisher recommender systems proposed in Lops et al. 
(2011).
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makes the recommendation decision locally and notifies the publisher or the server-side 
application. Based on the client-side decisions, the publisher will or will not send the 
original item to the user. It should be noted that updating the private profile based on the 
previous recommendations and the user’s feedback is done in the client-side application.

In summary, as presented in Fig. 2, there are three main components in the server-
side application:

Content Analyzer this component is responsible for performing pre-processing steps 
on the raw data (especially on textual data) for the next steps. In other words, Content 
Analyzer produces structured representations from unstructured data and stores them 
in the “Represented Items” database.
Filtering Component this component makes the initial recommendation decisions by 
calculating the similarity between the public profiles and the structured representa-
tion of new generated data. An initial recommendation will be made, if the computed 
similarity value is higher than or equal to a dissemination threshold parameter.
Sketching Component this component generates an item sketch which is a good rep-
resentation of the original item. Note that the generated sketches do not need to be 
human-readable and their goal is to reduce the traffic load between server- and client-
side applications.

There are also two primary components in the client-side application:

Fig. 2  High-level client–server architecture of recommender systems for multi-publisher environments
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Filtering Component this component is similar to the Filtering Component in the server-
side application. It computes the similarity between the received item sketch and the 
private profile.
Profile Learner this component automatically updates the private profile using the 
recommended items and also the user’s feedback. The dissemination threshold is also 
updated in the Profile Learner component.

It is notable that the proposed architecture is a general framework and distinct server-side 
(publisher-side) applications can be implemented by each of the publishers. Therefore, this 
framework does not limit the data providers to share the same recommendation algorithms 
in the server-side applications. However, the data providers all should agree to share the 
same multi-publisher framework. The client-side application is shared among all data pro-
viders and the protocol for sending data from servers to clients should be the same for all 
publishers. In real-world scenarios, the publishers should trust the implementation of the 
multi-publisher framework.

5  A language model‑based implementation for multi‑publisher 
content‑based recommender system

In this section, we first present a background on the use of statistical language models for 
document filtering and explain how we employ language models for implementing our 
multi-publisher framework. We further introduce our profile learner component (includ-
ing a threshold optimization approach) in Sect.  5.2. As described in Sect.  4, the profile 
learner component is on the client side and thus, the profile updating approach should 
be highly efficient and incremental (i.e., it should not need the previously recommended 
documents). Therefore, many existing approaches for threshold optimization and profile 
updating reviewed in Sect. 2.1 cannot be applied in the multi-publisher setting. We finally 
introduce our language model sketching technique that reduces the network traffic between 
servers and clients for multi-publisher recommender systems.

5.1  Background: statistical language modeling for document filtering

Statistical Language Modeling (SLM) is a state-of-the-art retrieval framework which has 
been extensively studied in the information retrieval (IR) literature (Ponte and Croft 1998; 
Lafferty and Zhai 2001; Song and Croft 1999; Zhai and Lafferty 2004). SLM is a proba-
bilistic framework with a well-defined structure which enables researchers to apply it to 
various retrieval tasks. Although SLM is highly popular in the IR community, there are 
a few studies (Bogers and van den Bosch 2007, 2009; Lavrenko et  al. 2000; Zhang and 
Callan 2001a) in the content-based recommender systems which are developed using the 
language modeling framework. In addition, most of the existing language model-based 
methods are based on the query likelihood retrieval model proposed by Ponte and Croft 
(1998), which ignore profile updating which is a main component in content-based filter-
ing. Therefore, we believe that the effectiveness of content-based recommender systems, 
including threshold and profile updating, based on the language modeling framework still 
needs to be studied.

In this subsection, we explain how the content analyzer and filtering components are 
implemented using the SLM framework.
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5.1.1  Content analyzer

As pointed out in Sect. 4, the Content Analyzer component creates a structured representa-
tion of the documents. We employ unigram language models for modeling the documents. 
Although the unigram language model is very simple and is not very popular in natural 
language processing (NLP) applications, most of the language modeling-based methods in 
the information retrieval tasks are just using the unigram language model (Manning et al. 
2008; Ponte and Croft 1998; Zhai and Lafferty 2004; Zhai 2008). In unigram language 
models, it is assumed that each word in a document is generated independently from the 
other ones.

The nature of content-based recommender systems is very similar to the document 
retrieval tasks, since the goal is to find similar documents to a given profile (like a query 
in IR) and recommend those documents with enough content similarity. The first reason to 
ignore more complex language models (e.g., bigram, trigram, etc.) in this paper is related 
to the problem of data sparseness. In other words, it is shown that the estimated complex 
language models is relatively inaccurate for retrieval processes (Manning et al. 2008; Zhai 
2008). Another reason could be that document retrieval and recommendation processes are 
much simpler than a number of NLP applications, such as statistical machine translation, 
which need complex language models to show promising performance (Zhai 2008).

5.1.2  Filtering component

In the Filtering Component, we need to compute the similarity between a user profile P 
and a document D. To this aim, we compute the divergence between the language model of 
profile P ( �P ) and the language model of document D ( �D ). Note that each language model 
is a probabilistic distribution and thus, we can use Kullback–Leibler divergence (KL-diver-
gence) (Lafferty and Zhai 2001) to compute the divergence between the distributions �P 
and �D . Therefore, the similarity between P and D is calculated as:

where scorew(P,D) represents how much the word w is influential in computing the simi-
larity between D and P. To address the problem of zero probabilities and to normalize the 
documents length, the probability of each word w in the language model �D can be calcu-
lated using the Dirichlet prior smoothing method (Zhai and Lafferty 2004) as follows:

where � and  denote the Dirichlet prior smoothing parameter and the reference language 
model, respectively. The reference language model is a general language model learned 
from a large corpus that is a good representative for the whole collection. pML(w|D) is the 
maximum likelihood estimation of occurrence probability of term w in document D, which 
is calculated as c(w, D) /  |D| where c(w, D) and |D| represent the frequency of term w in 
document D and the length of document D, respectively. Note that the language model of 

(1)

score(P,D) = −KLD(�P, �D) =
∑
w∈P

scorew(P,D)

=
∑
w∈P

− p(w|�P) log
p(w|�P)
p(w|�D)

(2)p(w|�D) = |D|
|D| + �

pML(w|D) + �

|D| + �
p(w|)
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each public profile is estimated using the maximum likelihood estimation. Estimating the 
language model of private profiles will be explained in Sect. 5.2.

As mentioned in Sect. 4, there are two Filtering Components in our framework, one in the 
server-side and the other one in the client-side applications (see Fig. 2). In the server-side Fil-
tering Component, for each user u, score(Pu,D) is computed, where Pu is the public profile of 
user u. If this value is higher than a dissemination threshold, the language model sketch of this 
document will be sent to the corresponding client-side application. The client-side Filtering 
Component calculates the similarity between the received sketch S and the private profile P∗

u
 

( score(P∗
u
, S) ). If this value is higher than the dissemination threshold, the client-side program 

will accept the document based on its language model sketch and notify the publisher to send 
the original document.

5.2  Profile learner

Profile Learner is a client-side component which is responsible for updating the private pro-
file and the dissemination threshold value. Client-side program has to update the user’s pri-
vate profile, according to the recommended documents and his/her feedback. Moreover, the 
dissemination threshold for accepting new documents may need to be readjusted. In the fol-
lowing subsection, we first present our profile updating strategy and then explain our simple 
threshold optimization algorithm.

5.2.1  Private profile updating

Unlike in web search, it is shown that the users will give explicit feedback in recommender 
systems. The most common feedback is binary: relevant or non-relevant. Similar to previous 
work in relevance feedback for ad-hoc information retrieval (Lavrenko et  al. 2001; Lv and 
Zhai 2009; Montazeralghaem et al. 2016a; Zamani et al. 2016; Zhai and Lafferty 2001), we 
ignore non-relevant documents in profile updating. However, as discovered in Zagheli et al. 
(2017), non-relevant documents can be also used as negative feedback for further improve-
ments. Exploiting semantic similarities for profile updating can be also used for improving the 
performance (Rahmatizadeh Zagheli et al. 2017; Zamani and Croft 2016, 2017).

In most of the relevance feedback methods, the feedback language model is linearly inter-
polated with the original query language model estimated by the maximum likelihood esti-
mation. The feedback coefficient is set to a constant number in [0,  1] interval. In adaptive 
filtering, since the relevant documents are detected separately, selecting a constant feedback 
coefficient could not be a good choice. Intuitively, the weight of original query language 
model when there is only one feedback document available should be much higher than when 
many relevant documents are detected. To this aim, we propose to use a dynamic weight-
ing instead of using a constant value as the feedback coefficient. We linearly interpolate the 
previous language model of private profile, the original profile (i.e., public profile), and the 
new feedback language model estimated using a new relevant document. Since no more infor-
mation about the relevant documents is available, we can assume that all the feedback docu-
ments have the same weight. Considering this assumption, we can use the following equation 
to update the language model of the private profile.

(3)�
(n)

P∗
u

=
n − 1

n
�
(n−1)

P∗
u

+
�

n
�Pu

+
1 − �

n
�F
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where �Pu
 , �F , and �(n)

P∗
u

 respectively denote the language model of public profile, the feed-

back language model, and the language model of private profile of user u when the nth rel-
evant document is recommended. The free parameter � should be in the [0,  1] interval. 
This parameter controls the influence of initial profile in the language model of private 
profile. By the following theorem, we prove that in Eq.  (3), all feedback documents are 
equally weighted.

Theorem  1 All feedback documents are weighted equally by the incremental feedback 
algorithm presented in Eq. (3). This weight is equal to 1−�

n
, where n denotes the number of 

feedback documents (n > 0). The weight of the initial profile is always equal to �.

Proof We prove the theorem by induction. For n = 1 (the base case), the private profile 
language model is computed as follows:

in which Theorem 1 clearly holds.
Let k ∈ ℕ be given and suppose that Theorem 1 holds for n = k . Therefore, given the 

induction hypothesis, we can rewrite the private profile language model as follows:

where �Fi
 denotes the feedback language model for the ith feedback document.

Then, from Eq. 3 for n = k + 1 we have:

Given the induction hypothesis in Eq. (5), we can rewrite Eq. (6) as follows:

Therefore, Theorem 1 also holds for n = k + 1 . By the principle of induction, it has been 
proven that the theorem holds for all n ∈ ℕ .   □

Overall, we propose an incremental language model updating method. The feed-
back language model ( �F ) can be estimated using any of the relevance feedback meth-
ods. In this paper, we employ the mixture feedback model (Zhai and Lafferty 2001), a 

(4)�
(1)

P∗
u

= ��Pu
+ (1 − �)�F

(5)�
(k)

P∗
u

= ��Pu
+

k∑
i=1

1 − �

k
�Fi

(6)�
(k+1)

P∗
u

=
k

k + 1
�
(k)

P∗
u

+
�

k + 1
�Pu

+
1 − �

k + 1
�F

(7)

�
(k+1)

P∗
u

=
k

k + 1

(
��Pu

+

k∑
i=1

1 − �

k
�Fi

)
+

�

k + 1
�Pu

+
1 − �

k + 1
�F

=

(
k�

k + 1
+

�

k + 1

)
�Pu

+
k

k + 1
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i=1

1 − �

k
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+
1 − �

k + 1
�F

= ��Pu
+

k∑
i=1

1 − �

k + 1
�Fi

+
1 − �

k + 1
�F
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state-of-the-art relevance feedback method, for private profile updating. In this method, 
it is assumed that words can be partitioned into two categories: topical words and back-
ground words. In mixture model, a hidden variable Zw ∈ {0, 1} is considered, which 
indicates whether word w is generated using the background model ( Zw = 0 ) or the 
topic model ( Zw = 1 ). Using the following expectation–maximization (EM) algorithm 
the language model �F can be estimated:

where the superscripts (e.g., i) show the iteration number in the EM algorithm. � is a hyper-
parameter controlling the probability of sampling words from the background language 
model  . c(w; d) denotes the frequency of term w in the feedback document d. Note that 
this EM algorithm computes the feedback model for the last feedback document, and the 
introduced incremental feedback algorithm is used to combine it with the feedback models 
computed for previous feedback documents. Eq. (8) computes the expected value for the 
probability of a term w to be sampled from the topic model (i.e., Zw = 1 ). Equation  (9) 
maximizes the likelihood of sampling each term from the feedback language model.

5.2.2  AUTO: AUto-adjust threshold optimization algorithm

Most of the proposed threshold optimization algorithms for adaptive filtering (e.g., Zhai 
et  al. 2000; Zhang and Callan 2001b) suffer from an essential drawback: they either 
use the scores of previous recommended documents in their computations or update the 
score of all previous documents after updating the user profile. Using previous scores 
is possible if the system does not update the users profiles, since after updating the user 
profiles all the previous scores become invalid. In addition, storing all the documents to 
compute all the scores after profile updating is very expensive and even impossible in 
many situations. This might be the reason that most of the previous works on threshold 
updating do not consider profile updating (Zhai et  al. 2000; Zhang and Callan 2001b, 
2003). However, profile updating is a key part in a content-based recommender system 
and it can significantly affect the performance (Maidel et al. 2008). Therefore, we pro-
pose a simple algorithm which solely uses the score of the last recommended document 
for updating the dissemination threshold.

Consider the case where the sketched representation of a new published document is 
sent to a client-side application. As shown in Fig. 2, score(P∗

u
, S) where P∗

u
 and S respec-

tively denote the private profile and the received language model sketch, will be computed 
in the Filtering Component of the client-side application. If the score is higher than the 
threshold, it will be accepted for recommendation. As a result, accepting non-relevant doc-
uments could be a sign showing that the current threshold value is smaller than its optimal 
value. Increasing the threshold value in this situation logically will lead to improvement 
(or at least no change) in precision. On the other hand, rejecting a number of continuously 
received document sketches shows that the threshold is higher than its optimal value, and 
thus decreasing the threshold value will generally help to improve the recall.

(8)p(i)(Zw = 1) =
(1 − �) p

(i)

�
(w|�F)

(1 − �) p
(i)

�
(w|�F) + � p(w|)

(9)p
(i+1)

�
(w��F) =

c(w;d) p(i)(Zw = 1)∑
w�∈d c(w

�;d) p(i)(Zw� = 1)
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Regarding the aforementioned arguments, we propose a general algorithm named AUto-
matic Threshold Optimization (AUTO). In this paper, we propose two simple yet efficient 
and effective implementations for the AUTO algorithm: LAUTO and BAUTO.

In LAUTO, we try to implement linear search to find the optimum threshold value. 
To this aim, we consider two constant parameters c1 and c2 . Using these two parameters, 
in each step the threshold value will be changed linearly. In other words, the function 
Increment_Threshold returns the sum of current threshold and parameter c1 ; the function 
Decrement_Threshold returns the current threshold minus c2 . In contrast, BAUTO tries 
to perform binary search (Cormen et  al. 2001) to find the optimum threshold value. In 
other words, it starts with a low threshold value and in each step, it exponentially increases 
the incremental value, i.e., Increment_Threshold returns the sum of current threshold and 
�c

(t)

1
 where the superscript t denote the past iteration number, and � is a constant param-

eter. If the system does not recommend any document to the users for a while (see the 
second condition in “Algorithm  1”), the threshold value will be reduced by c(t−1)

1
 (i.e., 

c
(t+1)

1
= c

(t)

1
− c

(t−1)

1
 ), and then the threshold value will be increased linearly by an increment 

of � . It is similar to the binary search algorithm when the maximum value is not known. 
Considering the characteristics of linear and binary searches, we expect that BAUTO out-
performs LAUTO.

A similar idea to BAUTO is also used in Slow Start and Fast Recovery methods in net-
working to adjust the window size for controlling the congestion and improving the net-
work performance (Kurose and Ross 2009). Nodes in a network are not aware of the band-
width, traffic, and congestion in their data path, and also they want to use the bandwidth 
as much as possible. Therefore, in TCP protocol, a similar method to BAUTO is used to 
adjust the window size of packets transmitted by each network node.

5.3  Language model sketching

As shown in Fig. 2, Sketching Component is located in the server-side application. This 
component can be used for decreasing the amount of transferred data. The most challeng-
ing problems in this part are (i) how to generate document sketches, and (ii) what the size 
of each document sketch should be?

Document sketches are used in the Filtering Component of the client-side application. 
Therefore, good document sketches are those that their similarities to the private profile 
are very similar to the similarities between their original documents and the private profile. 
Note that our generated document sketches do not need to be human readable as they will 
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be processed by the client-side application. To sum it up, each generated document sketch 
should be a good representation for its original document, in terms of their similarity with the 
private profile. To do so, we define an error value which computes the difference of similar-
ity between the sketch S generated from document D and the private profile P∗

u
 and similarity 

between D and P∗
u
 . Hence, the error value is defined as follows:

where errorwi
 shows how much error is produced by the word wi . It is computed as:

As pointed out in Sect. 5.1.2, the similarity between a document (or its sketch) and a pro-
file is calculated using KL-divergence. According to the KL-divergence formula, low prob-
ability words have a small effect on the similarity output. As a result, we can omit the low 
probability words to generate a sketch for a document. In other words, we only keep the top 
m words with the highest probabilities in the document sketch. We assume that the docu-
ment length (|D|), the Dirichlet prior parameter ( � ), and the collection language model (  ) 
are exactly the same as each other in both client-side and server-side applications. These 
assumptions make sense since the value of |D| and � can be mentioned in the generated 
sketch and also  usually does not change over time and thus, it can be imported in both 
applications. Therefore, each language model sketch generated by our technique, contains 
the top m high probability words with their own probabilities. We use these assumptions in 
the following calculations.

To answer the second question raised in the beginning of this subsection (i.e., how to set 
the size of language model sketches), we first compute the defined error value. According to 
Eq. (10), we need to compute errorwi

 as follows:

where �P∗
u
 , �D , and �S denote the language model of the private profile, document language 

model, and its sketched language model, respectively. The first step in this equation comes 
from definition of the KL-divergence formula which is mentioned in Eq. (1).

There are three possibilities for each word wi in the private profile:

(10)error
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=
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In the first condition, wi is observed in both document and the generated sketch. As men-
tioned above, the exact probability of each term will be written in the sketch. Therefore, 
according to Eq. (12) the value of errorwi

 for the first condition is equal to zero.
The second condition in Eq.  (13) means that the word wi is appeared neither in the 

document nor in the sketch. Therefore, the frequency of word wi is equal to zero for both 
document and sketch. Since we assume that the background collection is the same in both 
server-side and client-side applications, the probability of word wi in document language 
model and its sketched language model are equal and according to Eq. (12), the value of 
errorwi

 in the second condition will also be equal to 0.
In the last condition of Eq. (13), word wi exists in the document, but is omitted during 

the sketching process. According to the calculations in Eq. (12) we have:

In the above equations, Dirichlet prior smoothing is used (see Eq. (2)). In the third step, the 
maximum likelihood probability of word wi in language model sketch S equals to zero so it 
is dropped.

According to the aforementioned sketching technique, we remove some of the words 
with low probability during sketching. In the following equations, without loss of general-
ity, we assume that words are sorted in descending order in terms of their probability in �D . 
Since we only consider the top m words with highest probabilities in the language model 
sketch, the error value can be computed as follows:

In the first step of Eq. (15), we only compute the value of error for the words which are 
appeared in document and omitted in the sketch. In the second step, we omit the condition 
of wi ∈ P∗

u
 and thus, the result would be equal to or greater than the previous step. In other 

words, we compute an upper-bound for the error value.
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Since the sketching process is done in the server-side application and the sketch size 
should be set on that side, p(wi|�P∗

u
) is not available for computing the error value. Hence, 

we should estimate this value in the server-side application. p(wi|�Pu
) where Pu is the pub-

lic profile, is a possible estimation for this value. We leave analyzing other estimation pos-
sibilities, such as using the topic of the user profile, for future work.

Finally, the minimum value of m which satisfies the above inequality is selected in the 
server-side application and then, the language model sketch is generated.

6  Discussion

In this section, we first discuss the scalability of the proposed framework. After that, we 
present a proof for the stability of AUTO algorithm.

6.1  Scalability

Increasing in the number of subscribers in the World Wide Web makes scalability an 
important issue in recommender systems. In this subsection, we discuss the time and space 
complexity of the proposed framework and compare it with previous frameworks.

6.1.1  Time complexity

Assume that a data provider publishes N documents in each time unit. Also consider that 
the time complexity of Filtering Component and Profile Learner equal to O(k1) and O(k2) , 
respectively. In the proposed framework, variable m in the sketching technique (i.e., the 
number of unique terms in language model sketches with positive probability) is discrete 
and less than the document length, so the server-side program can create all the possible 
sketches and there is no need to calculate m for each user. In other words, the sketching 
algorithm can be run off-line,4 and thus it can be ignored in computing the time complex-
ity. Suppose that on average each user profile will be retrieved for each document with the 
probability p. As a result the total server-side time complexity is given by:

where M is the total number of users. If we assume that among the retrieved documents on 
average each document sketch will be accepted in the client-side application with probabil-
ity q, the total time complexity in client-side is equal to:

In the above equations, the worst case is where p = q = 1 . This happens when all docu-
ments are detected as relevant documents.

In contrast, most of the previous methods (single-publisher recommender systems) use 
the architecture presented in Lops et al. (2011). In fact, they first compare each published 
document with all the user profiles and then if the system decides that the document is 

O(NMpk1)

O(Np(k1 + qk2))

4 This means that for each new document, we can generate a limited number of language model sketches 
and for each user just use one of the generated sketches. In other words, there is no need to generate a lan-
guage model sketch for each user.
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relevant to a user, his/her profile should be updated. The total time complexity of server in 
this architecture will be equal to:

In almost all previous methods, k2 is far greater than k1 and because of the huge number of 
users in recommender systems, the difference between time complexity of our architecture 
and the architecture presented in Lops et al. (2011) is influential in the creation of a scal-
able recommender system. In addition, the user public profiles are updated rarely com-
pared to their private profiles and many of the transactions on databases containing public 
profiles, only need the read access. In comparison, in (Lops et al. 2011) architecture, the 
system is updating the profiles repeatedly and in many cases, the concurrency problem will 
occur.

Furthermore, AUTO algorithm is significantly faster than most of the other threshold 
optimization algorithms. For instance, one of the state-of-the-art threshold optimization 
methods is based on maximum likelihood estimation (MLE) which is proposed in Zhang 
and Callan (2001b). The implementation of this algorithm is iterative and based on con-
jugate gradient descent method. The complexity of AUTO algorithm would be O(1) for 
each retrieved document. It is worth noting that our experiments show the effectiveness of 
LAUTO and BAUTO algorithms in comparison with previous methods, such as MLE.

6.1.2  Space complexity

Most of the profile updating methods select a number of terms from retrieved relevant doc-
uments and add them to the user profiles (Pazzani and Billsus 2007). As a result, if there 
are M users in the system and each user on average receives K relevant documents, the 
space complexity in these methods would be O(MK).

However, because the profile updating is in the client-side program, the space complex-
ity of our proposed framework in server-side is O(M) and in client-side is O(K). In addition 
to the decrease in the amount of data which would be stored in server-side, this would also 
help the time complexity, since by increasing the size of databases, each transaction con-
sumes more time.

6.2  Stability of AUTO algorithm

In this subsection, we prove that LAUTO algorithm becomes stable after a long time usage. 
This can be proven for BAUTO algorithm, similarly.

Consider that we use LAUTO algorithm in two different runs with two initial thresholds 
T
(0)

1
 and T (0)

2
 . Also, consider that T (t)

1
 and T (t)

2
 represent the threshold values of the first and 

the second runs in time t, respectively.
If after t time units, T (t)

1
 and T (t)

2
 become approximately equal, then after that the results 

for both of them would be similar. Definition 1 gives a formal definition for stability in 
threshold optimization algorithms.

Definition 1 (Stability for threshold optimization algorithms) A threshold optimization 
algorithm is stable if it starts with T (0)

1
 and T (0)

2
 as initial threshold values in two different 

runs and after t time units, |||T
(t)

1
− T

(t)

2

||| becomes less than �.

Lemma 1 If c1, c2 < 𝜀, then LAUTO algorithm would be stable.

O(NMp(k1 + k2))
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Proof Without loss of generality, we can assume that in time t:

We know that if score(D,Pu) > T
(t)

1
 , document D will be accepted by threshold T (t)

1
 and if 

score(D,Pu) < T
(t)

1
 , it will be rejected (We can replace document D with its sketch S with-

out changing anything in the following calculations and conclusions). According to Ine-
quality (16) and the mentioned facts, if a document is accepted by threshold T (t)

2
 , it will be 

accepted by threshold T (t)

1
 , too. Therefore, the number of retrieved non-relevant documents 

by threshold T (t)

1
 is greater than or equal to the number of accepted non-relevant documents 

by threshold T (t)

2
 . Hence, according to the first condition of AUTO algorithm, the probabil-

ity of increasing threshold of the first run in time t + 1 is more than threshold of the second 
run, and since c1 < 𝜀 , if |||T

(t)

1
− T

(t)

2

||| ≥ � , the value of |||T
(t+1)

1
− T

(t+1)

2

||| will be smaller than 
|||T

(t)

1
− T

(t)

2

||| . Otherwise, if |||T
(t)

1
− T

(t)

2

||| < 𝜀 , after changing the thresholds |||T
(t+1)

1
− T

(t+1)

2

||| 
would be less than or equal to � (because c1 < 𝜀).

On the other hand, according to inequality (16), if a document is rejected by threshold 
T
(t)

1
 , it will be rejected by threshold T (t)

2
 , too. Therefore, the number of rejected documents 

by threshold T (t)

2
 is more than the number of rejected documents by threshold T (t)

1
 . As a 

result, the number of times which threshold of the second run is decreased by c2 is more 
than the first run’s. Since c2 < 𝜀 , if |||T

(t)

1
− T

(t)

2

||| is greater than or equals to � , value of 
|||T

(t+1)

1
− T

(t+1)

2

||| will be less than or equal to |||T
(t)

1
− T

(t)

2

||| . If 
|||T

(t)

1
− T

(t)

2

||| < 𝜀 by changing the 

thresholds, the difference between them in time t + 1 would stay less than � and the stabil-
ity status would not be changed.

Therefore, according to the aforementioned facts, the value of |||T
(t)

1
− T

(t)

2

||| is decreasing 

and because always |||T
(t)

1
− T

(t)

2

||| ≥ 0 , T1 and T2 will eventually meet and thus, LAUTO algo-

rithm is stable.

7  Experiments

In this section, we first introduce the datasets that are used in our experiments. We further 
explain the experimental setup and the evaluation metrics. We afterward report and discuss 
our results for single-publisher and multi-publisher recommender systems. At the end, we 
summarize our findings in these experiments.

7.1  Datasets

We use two standard test collections in our experiments: the OHSUMED collection5 which 
was used in the TREC-9 Filtering Track and the INFILE6 collection which was used in the 

(16)T
(t)

1
< T

(t)

2

5 Oregon Health and Science University MEDical collection.
6 INformation FILtering Evaluation.
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CLEF 2008 and 2009 INFILE Track. We also use the BBC News corpus (2002–2003) as a 
background collection in our experiments on the INFILE dataset.

7.1.1  OHSUMED dataset

The OHSUMED collection (Hersh et  al. 1994) was collected from the United States 
National Library of Medicine’s bibliographic database between 1987 and 1991. The col-
lection which includes around 350,000 scientific articles is divided into two separate parts: 
training set (the articles published in 1987) and test set (the articles published from 1988 to 
1991). We used the training set as the background collection in our experiments.

The OHSUMED collection was employed in TREC-9 Filtering Track (Robertson and 
Hull 2000) with two types of topics (queries): 63 OHSU topics and 4903 MeSH headings. 
In TREC-9 Filtering Track, 500 MeSH headings (called MSH) are selected to evaluate the 
participated methods. Each topic includes a title and a short description. We use both of 
them in our experiments. The average number of relevant documents for each OHSU and 
MSH topic are 51 and 249, respectively. The documents were judged by a number of physi-
cians and medical librarians based on the outputs of interactive search (Hersh et al. 1994; 
Robertson and Hull 2000).

7.1.2  INFILE dataset

The INFILE collection (Besançon et al. 2008) includes news articles published in a 3-year 
period (2004–2006) by Agence France Presse (AFP). The collection includes around 
1.5 million articles in three languages: Arabic, English, and French. Each document con-
sists of many fields, such as content, headline, slug line, keywords, country, and city. We 
only use the news contents in our experiments.

For each of the mentioned languages, 100,000 documents were selected to evaluate 
mono-lingual and cross-lingual filtering systems in CLEF 2008 and 2009 INFILE Track 
(Besançon et al. 2009). The INFILE collection involves 50 topics for each language, cover-
ing two different categories: 30 topics focus on general news and events and the other 20 
topics include scientific and technological issues. We considered the title and keywords 
of each topic in our experiments. Note that since we do not focus on cross-lingual infor-
mation filtering in this research, only the English documents and topics are used in our 
experiments.

7.1.3  BBC news

There does not exist any training set in INFILE collection. Therefore, we use the Eng-
lish news articles published by BBC, which were crawled from the BBC News website7 
(Hashemi et al. 2010). To have a fair evaluation and comparison, we use around 20,000 
documents published from Jan. 2002 to Dec. 2003, so that there is no conflict between 
the publication dates of BBC and INFILE documents. Note that we use this dataset as the 
background collection in the experiments on the INFILE dataset.

7 http://bbc.co.uk/.

http://bbc.co.uk/
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7.2  Experimental setup

In all the experiments, we use the Dirichlet prior smoothing method. The smoothing 
parameter � is set to the average document length in each background collection. The 
parameters c1 and c2 in the LAUTO and BAUTO algorithms are set using 2-fold cross vali-
dation over the queries of each collection. We also follow the same procedure to set the 
parameters in the baseline methods. In all experiments except those explicitly mentioned, 
the size of users’ profiles is set to 20 words. All documents were stemmed using the Porter 
stemmer. Stopwords were removed in all the experiments using the standard INQUERY 
stopword list. All the experiments were carried out using the Lemur toolkit.8

In the multi-publisher experiments, we split each of the collections to a number of sub-
collections. Each of these sub-collections corresponds to one publisher. We consider two 
different strategies for splitting the collections: random splitting and similarity-based split-
ting using a three-pass K-Means algorithm as explained in Liu and Croft (2004). This algo-
rithm is also implemented in the Lemur toolkit.

7.3  Evaluation metric

Several evaluation metrics have been proposed for evaluating filtering systems in TREC 
Filtering Tracks (e.g., T9P and T9U in TREC-9 and T10P and T10U in TREC-10) (Hull 
and Robertson 1999; Robertson and Hull 2000; Robertson and Soboroff 2002). F1-measure 
is the other metric that was also used in a number of TREC papers. CLEF INFILE Track 
(Besançon et al. 2009) introduced F1-measure as the main evaluation metric for filtering 
systems. F1-measure is equal to the harmonic average of precision and recall.

Similar to the CLEF INFILE Track, we consider F1-measure in our evaluations for two 
reasons: (i) F1-measure considers both precision and recall and is a popular metric in eval-
uation of the information filtering systems (Bobadilla et al. 2013; Ricci et al. 2011), and (ii) 
using a unified evaluation metric allows us to compare the results over different collections 
to have a complete analysis.

To evaluate multi-publisher recommender systems, in addition to using the total 
F1-measure, we use the mean and the standard deviation of the F1-measures achieved by 
various publishers. The F1-measure shows the recommendation performance from the 
users’ perspective. Mean and standard deviation of F1-measures achieved by different pub-
lishers show the recommendation performance from the publishers’ perspective.

Statistical significant differences of the results are determined using the two-tailed 
paired ttest computed at a 95% confidence level with Bonferroni correction.

7.4  Experimental results and discussion

In the following subsections, we first evaluate the proposed methods when there is only one 
publisher available (i.e., the traditional adaptive filtering). Then, we study the effectiveness 
of the proposed method in multi-publisher environments.

8 http://www.lemur proje ct.org/.

http://www.lemurproject.org/
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7.4.1  Single-publisher environments

In this section, we first evaluate the effectiveness of the proposed threshold optimization 
algorithms and profile updating method on the aforementioned collections. Then, we 
compare the results achieved by the proposed method with those of the state-of-the-art 
adaptive filtering methods. In these experiments, since only one data provider is avail-
able, we assume that public and private profiles are the same and all the decisions are 
made in the server-side application (similar to the existing adaptive filtering methods). 
Therefore, we ignore document sketching in these experiments, since there is no need to 
send the sketch of documents to the client-side applications.

In the first set of experiments, we consider the following methods:

– LM this method only uses the language modeling framework based on the KL-diver-
gence retrieval model without any profile updating or threshold optimization. In fact, 
this method only compares the similarity between the initial query of the user and 
each document with a constant dissemination threshold. The documents will be rec-
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Fig. 3  Evaluation of the proposed language modeling approach with and without threshold optimization
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ommended to users, only if the computed similarities are above the constant thresh-
old.

– LM + LAUTO similar to LM, this method also employs the language modeling frame-
work with the same experimental setting. Unlike in LM, we adaptively modify the 
threshold value using the LAUTO algorithm introduced in Sect. 5.2.2.

– LM + BAUTO this method is exactly similar to LM + LAUTO , except for the thresh-
old optimization algorithm; LM + BAUTO uses the BAUTO algorithm for updating the 
threshold values.

– LM +MIX this method uses the language modeling framework with a constant thresh-
old value. In this method, user profiles will be updated after recommending each rel-
evant document. Profile updating is done using the incremental mixture model (MIX) 
described in Sect. 5.2.1.

– LM +MIX + LAUTO this is a language modeling based adaptive filtering method 
which uses the LAUTO and MIX methods for threshold optimization and profile updat-
ing, respectively.

– LM +MIX + BAUTO this method is exactly similar to the previous one, except that it 
uses BAUTO algorithm for threshold optimization.

The F1-measure achieved by the mentioned methods with different initial dissemination 
threshold values are plotted in Fig. 3. According to this figure, LM is highly sensitive to the 
initial value of the threshold � and it usually achieves the weakest performance compared 
to the other methods. In addition, the optimum results for the LM method in different col-
lections do not occur in the same threshold value. In other words, the best initial threshold 
value for the LM method in the INFILE collection is not a good initial threshold value for 
MSH topics. Therefore, it is not possible to tune the initial threshold value on one collec-
tion and use it in another one. Thus, using a threshold optimization algorithm is necessary.

Fig. 4  Threshold changes using LAUTO for different initial threshold values in three random queries from 
the OHSU topics (top) and the INFILE dataset (bottom)
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Comparatively writing, LM + LAUTO and LM + BAUTO are more stable than LM in 
the OHSUMED collection (both OHSU and MSH topics) while the initial threshold value 
is varied. In contrast, LM + LAUTO is also very sensitive to the initial threshold value 
in the INFILE collection, but LM + BAUTO performs very stable in this collection. As 
mentioned in Sect. 5.2.2, LAUTO and BAUTO respectively develop the idea of the linear 
search and the binary search algorithms for finding the optimal threshold value, and thus 
BAUTO is expected to find the optimum threshold value faster than LAUTO. That is why 
BAUTO is also stable in smaller collections. Figure 4 shows the behaviour of the threshold 
value over time for three random queries in both OHSU and INFILE topics. According 
to this figure, two similar systems with very different initial threshold values meet each 
other in the OHSU topics, but they are far away from each other in the INFILE topics. The 
reason is related to the size of the collections. As theoretically proved in Sect. 6.2, the dis-
semination threshold values of different runs with various initial threshold values eventu-
ally meet each other. In other words, in the INFILE collection, more documents are needed 
to have stable results for different initial threshold values. To wrap it up, when the collec-
tion size is relatively large, the threshold values eventually meet each other which will lead 
to stable results.

Table 1  The precision and the 
recall achieved by the proposed 
language model-based methods 
in different collections

The highest value in each column is marked in bold

Method OHSU MSH INFILE

Prec. Recall Prec. Recall Prec. Recall

LM 0.152 0.039 0.022 0.003 0.444 0.070
LM + LAUTO 0.176 0.227 0.117 0.012 0.224 0.146
LM + BAUTO 0.189 0.240 0.089 0.020 0.304 0.182
LM +MIX 0.076 0.077 0.021 0.003 0.357 0.097
LM +MIX + LAUTO 0.179 0.419 0.251 0.048 0.360 0.177
LM +MIX + BAUTO 0.180 0.425 0.258 0.083 0.334 0.270

Fig. 5  The F1-meas-
ures achieved by 
LM +MIX + BAUTO with dif-
ferent profile sizes ( � = −4.0)
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Based on Fig. 3, using the profile updating algorithm (MIX) without threshold updat-
ing might lead to decrease in the performance. Considering the KL-divergence formula for 
computing the similarity between profiles and documents (see Eq. (1)), it can be found out 
that by increasing the number of unique words in the profile, the output of the KL-diver-
gence formula will dramatically change; since the summation is over the unique profile 
terms. This makes it necessary to update the threshold values when profiles are updated. 
As shown in Fig. 3, using the profile updating algorithm simultaneously with one of the 
threshold optimization algorithms improves the results, significantly. This shows the effec-
tiveness of the proposed profile updating and threshold optimization algorithms for adap-
tive information filtering. In general, we can conclude that LM +MIX + BAUTO is the 
best and the most stable method compared to the other ones.

To complete the analysis, precision and recall achieved by each of the mentioned meth-
ods are reported in Table 1. In this set of experiments, the initial threshold value is set to 
− 4.0 . According to Table 1, threshold optimization algorithms increase the recall value, 
significantly, since by having a high constant threshold value, the system may recommend 
a few number of documents. The recall value achieved by the BAUTO algorithm is always 
higher than those obtained by the LAUTO algorithm.

To investigate the influence of the profile size on the performance, Fig.  5 plots the 
F1-measure achieved by LM +MIX + BAUTO (i.e., the best performing method) where 
the initial threshold value is set to − 4.0.9 According to Fig. 5, by increasing the profile 
size, the performance is generally increased in the INFILE and MSH topics and becomes 
stable when the profile size is greater than 40. In contrast, by increasing the profile size, 
the performance in OHSU topics is dropped when the profile size is higher than 15. As 

Table 2  F1-measure achieved by 
different weighting methods in 
profile updating

The superscript * denotes statistically significant differences between 
the results. The highest value in each column is marked in bold

Method OHSU MSH INFILE

Constant weighting 0.2480 0.0924 0.2751
Dynamic weighting 0.2527* 0.1258* 0.3088*

Table 3  Comparing the 
proposed method with the 
baselines, in terms of F1-measure

 The superscript * indicates the results that are significantly higher 
than those achieved by the other methods. The highest value in each 
column is marked in bold

Method OHSU MSH INFILE

LM + BAUTO 0.2114* 0.0326 0.2276*
KUN 0.0656 0.0396 0.1169
MLE 0.0908 0.0470* 0.1328
LM +MIX + BAUTO 0.2528* 0.1256* 0.2986*
KUN + Profile Updating 0.1324 0.0951 0.1617
MLE + Profile Updating 0.1532 0.1041 0.1704

9 As shown in Fig. 3, LM +MIX + BAUTO is not highly sensitive to the initial threshold value, and thus 
fixing the threshold value will not significantly affect the filtering performance.
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shown in Table  1, the precisions achieved by LM +MIX + BAUTO in the INFILE and 
MSH topics are higher than the recall values. But, in the OHSU topics, precision is much 
less than recall. On the other hand, increasing the profile size usually will lead to increase 
in the recall values, since more terms will be added to the profile. Regarding the definition 
of the F1-measure, this metric is biased toward the lower value. Therefore, by increasing 
the profile size the recall in all the collections will be increased and since the recall values 
in INFILE and MSH topics are lower than the precision values, increasing the profile size 
will increase the F1-measure, while it is not the case for the OHSU topics.

Most of the existing pseudo-relevance feedback algorithms combine the original query 
model with the feedback model using linear interpolation with a constant weight. Table 2 
reports the best results achieved by constant weighting and the proposed incremental 
dynamic weighting (see Sect. 5.2.1). In this experiment, the initial threshold value and the 
profile size are set to − 4.0 and 20, respectively. According to this table, dynamic weight-
ing significantly outperforms constant weighting in all the collections. The reason is that 
in constant weighting, weights of the new recommended documents are much higher that 
those of the previous ones; while in the proposed dynamic weighting, all relevant docu-
ments are weighted equally.

In the next set of experiments, we compare our best performing method 
( LM +MIX + BAUTO and LM + BAUTO for experiments with and without profile updat-
ing) with two baselines: (i) MLE (Zhang and Callan 2001b), a state-of-the-art adaptive fil-
tering method which uses maximum likelihood estimation for threshold updating, and (ii) 
the best performing method in TREC-9 Filtering Track [i.e., KUN method Arampatzis et al. 
2000]. KUN and MLE assume that scores of relevant and non-relevant documents are sampled 
from normal and exponential distributions, respectively. Their main difference is in estimating 
the parameters for these distributions. The CLEF 2009 INFILE Track was not as successful 
as the TREC Filtering Track. For the English topics, there was only one participant (UOWD) 

Fig. 6  Sketching ratio for different error value in OHSUMED and INFILE datasets
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in the adaptive filtering task, which did not perform well (UOWD achieved an F1-measure 
of 0.0100 in the adaptive filtering task). Therefore, we do not consider this method as the 
baseline.

Table 3 reports the results of the proposed method and the baselines in each collection with 
and without profile updating. As shown in this table, the proposed method without profile 
updating ( LM + BAUTO ) significantly outperforms the baselines in OHSU and INFILE data-
sets. Furthermore, our model with profile updating ( LM +MIX + BAUTO ) performs better 
than the baselines in all cases, significantly. All the baselines suffer from low recall and since 
F1-measure is biased toward the lower value of precision and recall, their performance are far 
below the results achieved by our proposed method. It should be noted that the KUN method 
that participated in TREC-9 Filtering Track employs several pre-processing steps and different 
technologies (such as query zoning). To have a fair comparison, we only consider the tech-
nologies that are also used in MLE and our proposed method. Therefore, the results of the 
complete KUN method can be higher than those presented in Table 3.

7.4.2  Multi-publisher environments

In this subsection, we first analyze the proposed sketching method in multi-publisher 
environments. We further compare the performance of the proposed multi-publisher rec-
ommender system with n single-publisher recommender systems, where n is the number 
of publishers. In all of these experiments, we employ the LM +MIX + BAUTO method 
which performs better than the other methods in single-publisher experiments. The initial 
threshold value and the profile size are set to − 4.0 and 20, respectively.

Since each document sketch includes a number of terms with their probabilities, to show 
the behaviour of the proposed sketching technique, we define sketching ratio as below:

According to Fig. 6, by increasing the error value (see Eq. (15)) the sketching ratio will be 
decreased, which is expected. In other words, by increasing the error value, the sketching 

Sketching ratio =
# of uniquewords in the sketch

# of uniquewords in the original document

Fig. 7  F1-measure achieved by 
the proposed multi-publisher 
framework
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Fig. 8  Efficiency (i.e., “ 1.0 − sketching ratio ” which should have a strong correlation with the network traf-
fic) versus effectiveness (i.e., F1-measure) in the proposed multi-publisher framework

Table 4  The results achieved by 
the proposed methods in different 
collections, when each collection 
is randomly split into 10 sub-
collections ( � = −4.0)

SP MP-0.000 MP-0.030 MP-0.050 MP-0.075

OHSU
   F1 0.1860 0.2793 0.2388 0.2060 0.1615
   �

F1
0.1857 0.2792 0.2388 0.2046 0.1603

   �
F1

0.0002 0.0003 0.0002 0.0001 0.0004
MSH

   F1 0.0302 0.0916 0.0622 0.0511 0.0386
   �

F1
0.0302 0.0915 0.0621 0.0507 0.0384

   �
F1

0.0001 0.0001 0.0001 0.0001 0.0001
INFILE

   F1 0.2283 0.3221 0.2944 0.2807 0.2549
   �

F1
0.2267 0.3216 0.2941 0.2789 0.2548

   �
F1

0.0005 0.0004 0.0006 0.0005 0.0003
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technique will ignore more words, and thus the sketching ratio will be decreased. It is also 
crucial to know how the performance of the multi-publisher framework will change with 
varying the error value. Figure 7 demonstrates the performance of the proposed framework 
by increasing the error value in the sketching algorithm. As plotted in Fig. 7, by increasing 
the error value, the performance generally decreases, which is expected.

Since the sketching ratio should have a strong correlation with the network traffic 
(because the language model sketches are sent from the servers to the clients), we can con-
sider it as an efficiency metric in the proposed framework.10 The scatter plots in Fig.  8 
visualize efficiency vs. effectiveness achieved by the proposed framework. According to 
the aforementioned reasons, we consider “ 1.0 − sketching ratio ” as an efficiency metric 
and F1-measure as an effectiveness metric. According to this figure, by increasing the effi-
ciency of the system, the effectiveness metric generally decreases, which is expected. An 
interesting observation is that for example in the OHSU topics, when we double the effi-
ciency metric (e.g., 0.4 to 0.8), the effectiveness metric drops from 0.25 to 0.20 (equivalent 
to 20% relative change). We can capture almost similar behaviours in other collections. 
Therefore, there is a trade-off between efficiency and effectiveness in our framework, and 
thus the parameters should be set based on various issues, such as user preferences and 
network capacity.

According to Fig.  6, when the sketching ratio is equal to 0.5 (which means that the 
sketch size is equal to half of the document size), the error value should be set to around 
0.03 and 0.05 for OHSUMED and INFILE collections, respectively. When the threshold is 
set to 0.075 the size of sketches are around 10 and 33% of the documents size in OHSU and 
INFILE collections, respectively. To have a deep understanding of the results, we select 
these error values for the next set of experiments.

We randomly partition the documents of each collection into 10 subsets. Each subset 
corresponds to a publisher. A possible solution would be using an existing single-publisher 

Table 5  The results achieved by 
the proposed methods in different 
collections, when each collection 
is split into 10 sub-collections 
using the K-means algorithm 
( � = −4.0)

SP MP-0.000 MP-0.030 MP-0.050 MP-0.075

OHSU
   F1 0.1928 0.2793 0.2388 0.206 0.1615
   �

F1
0.1921 0.2790 0.2386 0.2057 0.1595

   �
F1

0.0011 0.0004 0.0003 0.0001 0.0003
MSH

   F1 0.0369 0.0916 0.0622 0.0511 0.0386
   �

F1
0.0361 0.0916 0.0621 0.0501 0.0379

   �
F1

0.0014 0.0002 0.0003 0.0003 0.0003
INFILE

   F1 0.2357 0.3221 0.2944 0.2807 0.2549
   �

F1
0.2349 0.3218 0.2940 0.2784 0.2542

   �
F1

0.0016 0.0002 0.0007 0.0007 0.0003

10 It should be noted that there are several ways to define efficiency in such systems. In some sense, net-
work traffic could be a measure for efficiency. The computational load on the server-side or even on the 
client-side applications could be also considered as a measure to evaluate efficiency. Since the computa-
tional cost in server-side and client-side applications are theoretically analyzed in Sect. 6.1, in this set of 
experiments, we focus on the network traffic as an efficiency metric.
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framework for each publisher. Table  4 reports the results of 10 single-publisher recom-
mender systems (SP) and the proposed multi-publisher framework with different error val-
ues (MP-X where X denotes the value of the error parameter). In this table, F1 stands for 
the total F1-measure from the users’ perspective. �F1 and �F1 respectively show the mean 
and standard deviation of the F1-measures achieved by the publishers. These values can 
indicate the satisfaction of publishers. According to Table  4, MP-0.000, MP-0.030, and 
MP-0.050 significantly outperform the single-publisher baseline. MP-0.075 also performs 
better than SP in INFILE and MSH topics. Note that according to Fig. 6, when the error 
value is equal to 0.075, the sketching ratio in OHSUMED collection is around 10% . Table 4 
also demonstrates that �F1 and F1 values are close to each other and the standard deviation 
of F1-measures achieved by the publishers are quite small. This shows that in this experi-
ment the results achieved by all publishers are close, and thus the proposed method per-
forms fair for all the publishers.

Random partitioning of documents can be considered as a simulation scenario when 
all data providers publish similar (in terms of generality and topics) documents. This sce-
nario could be suitable for general news agencies. In contrast, in some cases, data providers 
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Fig. 9  Performance of the proposed multi-publisher framework by increasing the number of publishers
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publish their own specific types of data. For instance, one data provider publishes the 
papers in the area of computer science, but the other one publishes electronic engineering 
publications. To also evaluate the proposed method for such a scenario, we split each col-
lection into 10 subsets using the K-Means algorithm. We employed a three-pass K-means 
algorithm similar to what was previously done by Liu and Croft (2004) for cluster-based 
language model smoothing. In this experimental setup, the documents in each subset are 
more likely to be similar. The results are reported in Table 5. The F1-measures achieved 
by the MP-X methods is exactly similar to the results reported in the random splitting 
experiment (see Table 4), since the MP-X methods learn and store profiles in the client-
side application, and thus the profiles are independent of how we split a collection for per-
forming this experiment. One difference with the previous experiment is that the improve-
ments achieved by the MP-X methods compared to those obtained by the SP method in 
the random splitting experiment are higher than those in this experiment. The reason is 
that similar documents are published by each publisher, and thus the SP method can also 
learn a good profile for each user. It should be noted that the standard deviations of the 
F1-measure achieved by SP are also increased in this experiment, compared to the random 
splitting experiment. The reason is that in this experimental setting, a number of publishers 
only have a few relevant documents for some topics, and thus, in this case SP method can-
not learn good profiles for users.

Figure  9 shows the performance of SP and MP-X methods with different number of 
publishers. In this experiment, the documents are also randomly distributed among the 
publishers. According to Fig. 9, the performance of SP drops by increasing the number of 
publishers. However, the performance of MP-X method is stable since, the profile updat-
ing and recommendation is done in the client-side which is independent of the number of 
publishers.

7.5  Summary

In this subsection, we summarize the experimental findings in this paper. We evaluate our 
methods using two standard filtering collections: the OHSUMED collection that was used 
in TREC-9 Filtering Track and the INFILE collection that was used in CLEF 2008 and 
2009 Information Filtering Evaluation (INFILE) Track.

We first evaluate the proposed method for single-publisher environments, i.e. where 
only one data provider is available. The first set of experiments investigate the importance 
of optimizing the dissemination threshold value and updating the user profiles in content-
based filtering. It is shown that the best and the most stable results are achieved when we 
use the BAUTO algorithm for threshold optimization and the incremental mixture model 
for profile updating. We then study the effects of profile size on the filtering performance 
and show that profile size is a collection-dependent parameter and should be set appropri-
ately according to the collection and the users’ needs. We also show that the incremental 
feedback with dynamic weighting outperforms the same feedback method with constant 
weighting. We further compare the proposed method with state-of-the-art baselines and 
show that the proposed method significantly outperforms the baselines.

In the next set of experiments, we study the effectiveness of the proposed framework for 
multi-publisher environments. We first study the sensitivity of the sketching algorithm to 
the error parameter. We also investigate efficiency vs. effectiveness in the proposed frame-
work. At the end, we demonstrate that the proposed multi-publisher framework outper-
forms individual single-publisher recommender systems, significantly.
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8  Conclusions and future work

In this paper, we introduced multi-publisher recommender systems and developed a 
scalable privacy-preserving framework for multi-publisher environments based on a cli-
ent–server architecture. We inherited the practical and theoretical advantages of statistical 
language modeling (SLM) to implement the proposed framework. We further introduced 
AUTO algorithm, a stable auto-adjust threshold optimization algorithm, for optimizing the 
dissemination threshold value in content-based recommender systems. For profile updat-
ing, we proposed an incremental feedback approach which can be used with any relevance 
feedback approach in the language modeling framework. We also proposed a sketching 
technique to reduce the network traffic between server-side and client-side applications.

We evaluated the proposed framework using two standard collections: the TREC-9 Fil-
tering Track’s collection and the CLEF 2008 and 2009 INFILE Track’s collection. The 
experiments investigated the effectiveness of the proposed language modeling-based 
method for content-based filtering. We extensively analyzed the proposed framework from 
various aspects to show how each component, e.g., threshold optimization and profile 
updating, can effect the performance. The multi-publisher experiments also investigated 
the performance of the proposed framework in multi-publisher environments. We showed 
that multi-publisher recommender systems can outperform individual single-publisher rec-
ommender systems, significantly.

This research opens up a number of new research directions towards the study of recom-
mender systems for multi-publisher environments. We intend to develop multi-publisher 
frameworks for other recommendation approaches, such as collaborative, demographic, 
and hybrid filtering, as well. For example, a multi-publisher collaborative recommender 
system should fundamentally differ from the one presented in this paper. A possible solu-
tion could be training a collaborative filtering model on the publisher’s data in the server 
side, and training a collaborative filtering model on the user’s data came from multiple 
publishers in the client side. Complementary information can be captured from client- 
and server-side models. A privacy-preserving mechanism to transfer such complementary 
information from clients to the servers can lead to a multi-publisher collaborative recom-
mender system.

Studying multi-publisher recommender systems for mobile devices is also an interesting 
future direction. In addition, the proposed content-based filtering approach can be further 
improved. For instance, the proposed threshold optimization algorithm only uses the pat-
tern of retrieving relevant documents in order to adjust the threshold value. To improve 
the filtering performance in future, applying the score of retrieved documents for adjusting 
the dissemination threshold value can be taken into account. In addition, in the proposed 
sketching technique, the error value is set to a constant number. Estimating the error value 
according to the received documents, the users’ history, and the users’ feedback, can be 
focused in the future. Moreover, proposing a more accurate estimation of term probabilities 
in the private profiles can improve the recommendation performance, significantly. Moreo-
ver, the proposed language modeling method can be further modified for recommending 
documents in different languages (i.e., multi-lingual recommender systems). Studying the 
topic drift problem in dynamic domains would be also an interesting future work for con-
tent-based recommender systems.
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