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ABSTRACT. International business faces a host of

difficult moral conflicts. It is tempting to think that these

conflicts can be morally resolved if we gained full

knowledge of the situations, were rational enough, and

were sufficiently objective. This paper explores the view

that there are situations in which people in business must

confront the possibility that they must compromise some

of their important principles or values in order to protect

other ones. One particularly interesting case that captures

this kind of situation is that of Google and its operations in

China. In this paper, I examine the situation Google faces

as part of the larger issue of moral compromise and

integrity in business. Though I look at Google, this paper is

just as much about the underlying or background views

Google faces that are at work in business ethics. In the

process, I argue the following: First, the framework Go-

ogle has used to respond to criticisms of its actions does not

successfully or obviously address the important ethical is-

sues it faces. Second, an alternative ethical account can be

presented that better addresses these ethical and human

rights questions. However, this different framework brings

the issue of moral compromise to the fore. This is an ap-

proach filled with dangers, particularly since it is widely

held that one ought never to compromise one’s moral

principles. Nevertheless, I wish to propose that there may

be a place for moral compromise in business under certain

conditions, which I attempt to specify.
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Introduction

Over the past several decades, the demands that

business act ethically in international settings have

markedly increased. These demands have been raised

in a variety of contexts, including sweatshops, the

environment, transfer pricing, and human rights

violations.

It is terribly obvious that these issues raise many

moral conflicts. However, it is tempting to think

that there is a straightforward moral solution to these

issues, if we only gained enough knowledge of the

situations, were rational enough, and sufficiently

objective. Of course, we may encounter those who

are so self-interestedly focused that they cannot see,

let alone adopt, a moral solution. However, in

principle, all such conflicts have a moral resolution.

We need not theoretically encounter situations in

which we are faced with violating important moral

principles or moral compromise.

I have become less confident with this approach

and want to suggest that there are situations in which

people in business must confront the possibility that

they must compromise some important principles or

values in order to protect other ones. In the process,

their integrity comes into question. These are not

simply back sliders or bad apples. Rather, given their

circumstances, they might plausibly argue they could

(and should) do nothing else.

One particularly interesting case that captures this

kind of situation is that of Google and its operations

in China. In this paper, I examine the situation

Google faces as part of the larger issue of moral

compromise and integrity in business. Though I

look at Google, this paper is just as much about the

underlying or background views Google encounters

that are at work in business ethics.

In the process, I wish to argue the following: First,

the framework Google has used to respond to criti-

cisms of its actions does not successfully or obviously

address the important ethical issues it faces. Second,

an alternative ethical account can be presented that

better addresses these ethical questions. However,

this different framework brings the issue of moral

compromise to the fore. This is an approach filled

with dangers, particularly since it is widely held that
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if one compromises moral values, this is a sign of

moral turpitude (see Kuflik, 1979). Others, such as

Halfon and Rand, have also argued that one ought

never to compromise one’s moral principles. Nev-

ertheless, I wish to propose that there may be a place

for moral compromise under certain conditions.

Google’s situation in China

Though Google occupies a very significant role

today in the business world and in the lives of many

individuals, it was only founded in 1998. By 2000,

Google had a version of its search engine

(Google.com) that was available in Chinese, though

provided by servers based outside of China. How-

ever, by 2002, users of Google within China began

to experience problems. At first, they found they

could use Google only sporadically, while at other

times it was simply not available (Schrage, 2006,

p. 1). Shortly later new problems developed. Inter-

net inquiries regarding certain topics sensitive to the

Chinese government were not successful. The cause

of these problems, Google claimed, was ‘‘…in large

measure, the extensive filtering performed by

China’s licensed Internet Service Providers (ISPs)’’

(Schrage, 2006, p. 4). Accordingly, certain web

pages regarding topics such as Tibet, Tiananmen

Square, and the Falun Gong that the government

viewed as objectionable were simply no longer

available. This filtering process also slowed down

other searches on Google such that it was no longer

competitive with Chinese-operated search engines.

The result was that Google quickly lost market share

as fewer and fewer people turned to it.

At the same time, the number of Chinese Internet

users was steadily climbing. Elliot Schrage, Google

Vice President for Global Communications and

Public Affairs, reports 105 million Internet users in

China as of 2005. He also refers to projections that

there will be more than 250 million Chinese Inter-

net users by 2010 (Schrage, 2006, p. 3).

Accordingly, Google was faced with a crucial

decision as to whether abandon service to China or

develop a new Google search engine (Google.cn)

with servers located in China that would submit

to government censorship. The stakes were obvi-

ously enormous. It decided on the latter course of

action.

Its decision to create an Internet search engine in

China involved Google researching the terms that

were being blocked in China. The Chinese gov-

ernment did not tell Google which terms should be

blocked. On the basis of its own research, Google

identified a set of terms for which it would filter the

Internet. Absent this filtering, Google would not

receive, or be able to retain, the government licenses

required to operate. It would not be permitted to

operate in China.

Google’s decision to begin filtering the content of

searches undertaken through its search engine raised

a significant outcry from groups such as Amnesty

International, Reporters without Borders, Human

Rights Watch, and others. Google was accused of

violating an important human right of the Chinese

people, viz., the human right to freedom of

expression and information.1 It has been said to be

‘‘…complicit in the Chinese government’s censor-

ship of political and religious information and/or the

monitoring of peaceful speech…’’ (‘‘Race to the

Bottom,’’ 2006, p. 6). It has been attacked for

compromising its basic values of honesty, respon-

siveness, trust, and ‘‘Don’t be evil,’’ all mentioned in

Google’s ‘‘Code of Conduct.’’ And, indeed, Google

has itself acknowledged that the self-censorship that

its business in China requires ‘‘runs counter to

Google’s most basic values and commitments as a

company.’’2 Still, Schrage maintains that their deci-

sion is compatible with the Google mantra of

‘‘Don’t be evil.’’3

Google’s actions and responses raise several

questions: (a) What should Google have done in this

situation? (b) How adequate is Google’s defense of

its decision? (c) What is the nature and role of moral

compromise in such situations?

Human rights and moral complicity

The question regarding what Google should have

done has two different dimensions to it. First, was

Google’s filtering of the Internet in China justified,

when considered simply by itself, i.e., independently

of other moral considerations? Second, was Google’s

filtering of the Internet in China justified, all things

considered? Quite often, an answer to the first

question is taken as tantamount to an answer to the

second question. Though this may suit the purposes
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of some individuals or groups, this is not a correct or

plausible response to the situation Google faces.

Google must determine what it ought to do having

taken into account all the different aspects of the

situation it faces. Still, in making this determination,

an answer to the first question is crucial.

Accordingly, does Google do anything wrong

when we focus simply on its filtering of the Internet

in China? Does this, for example, make it complicit

in a violation of human rights or other rights?

Answering this question involves knowing whether

this human right (or any human right) applies to

Google.

The argument that Google is wrong to do this

filtering is centrally based upon an appeal to the

human right of Chinese people to freedom of

expression and information (UNUDHR, Article 19;

International Covenant on Civil and Political Rights

[Article 19]).4 A host of scholars has argued that this

right is particularly important, not simply a more

peripheral one, such as in Article 24 (UNUDHR) (if

it is indeed a human right), which requires periodic

holidays with pay.

To whom do human rights apply?

To whom does this right apply? Who has corre-

sponding obligations regarding this right? Clearly

this right pertains to governments. This is true for

two reasons. First, they are parties to the Interna-

tional Covenant on Civil and Political Rights and

they have signed off on the United Nations Uni-

versal Declaration of Human Rights. Second, this

right is violated when an organization is able to

effectively prevent certain information it chooses

from reaching individuals, under its authority or

power, who might justifiably seek it. Since gov-

ernments may fulfill these conditions, they have

responsibilities corresponding to this right.

Accordingly, this right, possessed by Chinese

people, places an obligation on their government not

to violate it. I take it that this means that, valid

reasons not withstanding, a government, or other

official body, has a duty not to suppress or block

information that, absent those official actions, indi-

viduals could have access to.

What constitutes a valid reason is, of course,

subject to significant debate. I will assume that it is

justified to filter some content material, e.g., material

that might lead to the immediate and direct harm of

other people. In short, the right to information is not

an absolute right. For example, the U.S. government

has taken down Internet access to Iraqi documents

regarding how to build an atomic bomb.

However, filtering of materials that reflects poorly

on a current government or that criticizes that

government is mistakenly applied. Such information

should not be censored. Its censorship is only a way

to protect those in power from legitimate criticisms

of their failures and abuses of power. The justifica-

tion of such views would have to draw on accounts

such as those of J. S. Mill on liberty. I cannot discuss

such views here, but will assume that some such

justification can be given. It surely is wrong,

accordingly, for the Chinese government to engage

in such censorship.

Google and the right to freedom of expression and

information

But what about Google? Does Google have a moral

responsibility not to violate or infringe on the

right to freedom of expression and information? Is

Google also a responsible party? Can it violate this

right?

There are two important considerations here.

First, if the human rights identified by the UN are

portrayed as simply charter or treaty based, they

would apply only to those parties, i.e., governments

that have agreed to the charters or treaties. Further,

some of these human rights identified by the UN

could only apply to organizations that are capable of

arresting people or bestowing on them a nationality.

In either of these cases, private organizations such as

Google could not be said to be obligated by those

rights. Since private organizations cannot arrest

people or grant them a nationality, they cannot

violate the rights not to be subjected to arbitrary

arrest or to be offered a nationality. And since

Google and other MNCs have not signed these

documents, such rights could not entail obligations

that apply to them.

Second, however, inasmuch as these are rights

that have been identified as ‘‘human,’’ e.g., rights to

life, not to be tortured, to freedom of information

and expression, etc., they have been held to apply
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not only for governments party to those treaties or

charters, but also for other organizations and bodies

relevantly related to the rights holders. In this

manner, these rights are not simply charter or legal

rights. Further, the human right to freedom of

expression and to information is plausibly a deriva-

tive right from a more basic right. Commentators

such as Shue and Bedau (see Donnelly, p. 39) argue

that liberty or freedom is one of the basic rights.

Such basic (human) rights are held by all individuals

and impose duties on individuals and organizations

in relevant roles or relationships with those indi-

viduals. In short, governments are not the only ones

with duties corresponding to some human rights.

What, then, about the right to freedom of

information? What conditions would have to be

fulfilled for Google to be said to have a duty not to

violate this right? Do private organizations such as

Google, the New York Times, or CBS, etc. have

obligations corresponding to this right? When would

they be complicit in the violation of this right?

Some equate the violation of the right to freedom

of information with censorship. They also maintain

that ‘‘there is no such thing as ‘private censorship.’ It

is only when government uses its coercive powers to

inhibit speech that censorship occurs’’ (Bowden,

1999). On this view, Google could not be accused of

censorship. Supposedly, it would follow that it is

doing nothing wrong if it blocks some websites.

I think the situation is more complicated.

Censorship and the right to freedom of information

Censorship involves several different features. First,

censorship occurs when some entity prevents or

restricts members of some group from access to

information to which they may otherwise have

access. Second, the body doing the censoring must

have some authority or effective power over those

censored. Hence, governments engage in censor-

ship – they have political authority and police power

over their populations. The Catholic Church has,

at least in the past, imposed censorship on its fol-

lowers – it had spiritual authority and power over

them. A list of prohibited materials was to be found

in the Index Librorum Prohibitorum. So too some

Imams in Islam impose censorship regarding mate-

rials to which their followers should have access.

They claim spiritual authority to do so. However, an

invading army in an unjust war might capture

another country and impose censorship. It does not

have legitimate authority, but it does have effective

power. Third, the restriction of materials is either for

the benefit of those who no longer have access to the

material or for the benefit of those doing the

restricting. If, however, materials are restricted

simply because the entity doing the restricting is the

sole source of the materials but it does not have the

capacity to transmit more materials, then it is not

engaged in censorship, as it is standardly understood.

Censorship is not a function of the incapacity of a

particular organization to transmit information to

others who might seek it.

The widely agreed upon cases of censorship occur

then due to the actions of governments and chur-

ches. However, to the extent that the loyal or the

faithful, for example, agree to the authority of those

organizations, then their censorship does not violate

their right to free access to that information.

Now, a business might exercise power over a

group of people and seek to restrict information for

its own benefit that they would otherwise have

access to. For example, a company which virtually

runs a town might do so and would be viewed as

censoring the information to which its town mem-

bers had access (Solely, 2002, p. 36). It would have

effective power (if not authority) over the town’s

people, the ability to block information, and would

do so to protect itself. As such, some private (non-

governmental) organizations may also censor the

information that others receive and it can either be

justifiable or not, depending on what and how that

material is censored.5

There is, however, a second sense of censorship

that occurs when a body has the power to restrict the

access of other people to certain information and it

does so to protect itself or those who might other-

wise have received the information, i.e., it fulfills the

first and third conditions, but not the second – it

does not have authority or effective power over the

recipients. Thus, other businesses have been charged

with censorship when they use legal suits to prevent

others from researching or discussing problems with

their products or operations (cf. Solely, 2002). These

actions constitute a related form of censorship. Still,

in both cases of censorship, people are not able to

receive information to which they would otherwise
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have access. When people can be said to have a right

to that information, such censorship is wrong, and

the business has an obligation not to interfere.

Google and the right to freedom of information

So does Google exist in a relationship with the

Chinese people such that the right to freedom of

information imposes a duty on Google not to block

or filter information they might seek through

Google’s search engine?

There certainly are things that Google can do that

will affect or impact that right in certain ways, e.g.,

limiting access to information. To this extent, it

fulfills a first essential condition, viz. that it can affect

claims made by rights holders. However, we should

be clear on what the right to freedom of expression

or information requires. It is not a right that private

organizations provide people with any and all

information they want. This is not even the case

with regard to the government. Instead, it is a right

that responsible parties not prevent a person from

obtaining information to which they would other-

wise have access. Accordingly, the right to freedom

of information is a negative right that some rele-

vantly situated entity not block access to informa-

tion. It is not a positive right that such entities

provide that information. Thus, it is a right that

governments not prevent their own members or

other individuals and organizations from providing

information (with the exception of certain kinds that

may justifiably be circumscribed) to those rights

holders. Accordingly, when the Washington Post

does not publish certain stories they are not, as such

violating their readers’ right to information, since

their readers don’t have a positive right that the

Washington Post provide that information.

However, the Internet is different from a

newspaper or even a television or radio station.

Private newspapers, radio stations, and television

stations may provide their own content, which

they then transmit, as well as broadcast material

from other sources. Search engines such as Google

don’t provide the web pages themselves, but they

do allow people using the Internet to identify those

web pages and find sources of information that are

otherwise ‘‘out there’’ but difficult to find on one’s

own.

Now the formulas they use to search the web to

provide this information favor some websites over

others, viz., those which, according to their formulas,

have a greater citation importance (more links point to

that page) and hence correspond with people’s sub-

jective idea of their importance. As a result, some web

pages get pushed to the back of the pile (as it were)

and some not even picked up. This is not a case of

censorship or violating anyone’s right to information.

However, suppose there were a search engine,

New Hope, that decided to give precedence only to

evangelical websites and drop or block any others; it

would then be an evangelical source of information

on the web. Its intention is not to protect its users or

itself from access to other websites, so much as to

provide its users with the websites they support and

think most valuable. In this case, New Hope would

not be violating any one’s right to other information.

If it did this surreptitiously, as it were, then it might

be faulted for deceptiveness, but not for the limited

nature of its offerings.

Similarly, suppose a different search engine, Open

Source, that provides searches of the web. It too has

its own algorithms that select various web pages, and

place some up front. However, this search engine

blocks web pages that are critical of its operations

and its impact on communities. Further, it does not

inform its customers that it is doing this; it even touts

its open nature. This search engine we might accuse

of hypocrisy. But has it violated a right of its users to

those blocked web pages? They can, let us assume,

access them through other search engines or by

typing the URL addresses into their Internet Service

Providers (ISPs). If New Hope hasn’t violated any-

one’s right to freedom of expression, I don’t see that

Open Source has violated any right those individuals

have. Still, I am inclined to say that Open Source is

now censoring (in the secondary sense above) the

material it provides. Its intention is to prevent some

web pages from being distributed for the specific

reason of protecting its own interests or those of

others. Thus, some search engines today block

websites advocating bulimia, the use of ‘‘mind-

altering substances,’’ etc. Supposedly intended for

the benefit or well-being of their audience, these are

forms of censorship (albeit in the secondary sense).

Still, given multiple sites, this censorship may take

place even though a person’s right to information is

not violated.
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This conclusion is based on the assumption that

there are multiple sources of information and that

the censorship by Open Source does not prevent

people from obtaining the information they seek

from other sources. Accordingly, the right to

information is a right that one be able to obtain

available information (i.e., it is not blocked to one),

but not a right that necessarily attaches to particular

private organizations.6

Now Google can prevent those using its search

engine from connecting to certain web pages

through its services. However, it cannot prevent a

person from using other search engines or Internet

Service Providers to seek out those web pages.

Google is a service that people may (or may not)

use to obtain information. There are other search

engines: Yahoo, Altavista, Baidu (in China), etc. It

also does not have an obligation to provide access to

any and all web pages to those who want them.

This means that if Google, a private organization,

does not provide certain websites, it has not violated

people’s right to that information, even though under

some circumstances it could be accused of censoring

those web pages if it did so for reasons of protecting its

users or for protecting its own interests. Further, the

right to freedom of expression would apply to it only if

it could effectively prevent people from obtaining

information to which they had a right and which,

absent that its actions, they would have access.

However, this is not, in general, the case with Google.

I have also noted that Google, or similar private

organizations, are not the primary party responsible

for the right to freedom of expression and informa-

tion. Private news organizations and search engines do

not violate that right if they withhold from their own

services certain information.7 Hence, the human right

to freedom of expression does not directly apply to

Google. In order to be accused of violating the right of

freedom of expression, Google would have to have

authority or effective power over those rights holders

or be part of a group which, acting in concert, pre-

vented people from accessing the information they

sought.

Complicity and the role of the Chinese government

Of course, this last claim points us in an important,

new direction. The situation of Google in China is

complex because we cannot simply consider Google

and the Chinese people. We must also consider

Google as operating in the social and political con-

text of China and the Chinese government. Google

is being required by the Chinese government, as part

of its license to operate in China, to filter items from

the Internet of which the Chinese government does

not approve and which filtering, on the part of the

Chinese government, does violate their citizens’

right to information. Google has become part of a

system-wide attempt to prevent Chinese people

from having access to certain information otherwise

available through the Internet. Further, its acting in

this way is part of an effort by the Chinese gov-

ernment to ensure that all Internet Service Providers

and Search Engines do not permit these web pages

to become available to people in China searching for

them.

Does this filtering of the Internet at the direction

of the Chinese government make Google complicit

in the abuse of the right to freedom of information?

The answer to this simple question is considerably

complex. There is a number of different analyses of

‘‘complicity.’’

To begin with, according to a UN document on

‘‘Embedding Human Rights in Business Practices,’’

a company is complicit in human rights abuses if it

authorizes, tolerates, or knowingly ignores human

rights abuses committed by an entity associated with it,

or if the company knowingly provides practical assis-

tance or encouragement that has a substantial effect on

the perpetration of human rights abuse. The partici-

pation of the company need not actually cause the

abuses. Rather, the company’s assistance or encour-

agement has to be to a degree that, without such

participation, the abuses most probably would not

have occurred to the same extent or in the same way

(UNHCHR, 2004, p. 19).

There are at least two major conditions here for

complicity: (a) The Permits condition and (b) the

Assistance condition. These are distinct and separate.

Each one might be sufficient for complicity. The

Permits condition involves a company authorizing,

tolerating, or knowingly ignoring human rights

abuses committed by an entity associated with it.

When the entity associated with a business is a

sovereign government, especially of the size of the

Chinese government, this condition does not seem
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applicable. Google is in no position to authorize the

Chinese government to do anything. It could, of

course, tolerate or knowingly ignore Chinese gov-

ernment human rights abuses. However, the signif-

icance of this is uncertain, absent the ability to

change what the Chinese government is doing.

Besides, the question here relates to what Google

itself does as a result of what the Chinese govern-

ment is requiring them to do. Hence, the Permits

condition does not seem applicable to Google. It

does not render Google complicit.

The Assistance condition requires that what a

company does have a substantial effect on the per-

petuation of human rights abuses. Clearly, Google is

blocking websites and hence is subject to the accu-

sation (being considered here) that it is violating

people’s human rights. However, the UN document

qualifies this Assistance condition by saying that a

company’s assistance has to be such that without it

‘‘the abuses most probably would not have occurred

to the same extent or in the same way.’’ Now

understood in a non-trivial manner, it is quite likely

that with or without Google’s participation, the

abuses would have remained largely the same in

nature and extent. In fact, Google claims that it can

provide more and better information, even of some

sensitive materials, although all materials passing

through Google.cn are filtered.8 Hence, the total

censorship may actually be lessened. On this

understanding, Google is not complicit.

In fact, I think that both of these conditions are of

questionable relevance or guidance in determining

Google’s complicity. Whether Google is complicit

depends, I think, on a different account than the one

just given.

We have already seen that a first condition of

complicity is that there must be something Google

can do that will affect or impact the right to infor-

mation in certain ways. In short, Google must be

able to limit or block the web pages that its users

receive when they undertake searches. In this

manner, Google has a direct relationship with those

who use its services. Users of the Internet in China

load the Google program and use it to search for

information they want. However, as above, Google

is not obligated to provide any particular piece of

information.

I have already suggested a second condition as

well. If an organization acts in concert with other

organizations having a direct responsibility regarding

a human right and the resulting combined actions

violate that human right, then they share the

responsibility for the violation of that right. This

condition might appear similar to the notion of direct

complicity that the UN Global Compact for business

has distinguished. On this interpretation, there is

(direct) complicity ‘‘…when a company knowingly

assists a state in violating human rights.’’9 However,

the Global Compact suggests that this requires par-

ticipation in an act that would itself be a violation of

human rights. Hence, it gives the example of a

‘‘…case where a company assists in the forced

relocation of peoples in circumstances related to

business activity.’’10 However, Google is not directly

complicit in this manner. Their actions of blocking

Internet websites need not be, in themselves, vio-

lations of people’s rights, as would be the forced

relocation of people. Instead, I suggest that another

category of obedient complicity is more appropriate.

This would occur when a business follows laws or

regulations of a government to act in ways that

support its activities that intentionally and signifi-

cantly violate people’s human rights.11 This requires

only that a business engage in actions mandated by a

state that significantly and knowingly violate human

rights – even though similar actions (in this case,

filtering) undertaken simply by the business itself

would not violate human rights!12

Other conditions for complicity?

Michael Santoro has offered a ‘‘Fair Share Theory’’

by which the responsibilities attached to human

rights are allotted among the diversity of potentially

responsible actors (Santoro, 1998, 2000). Two of his

conditions for an actor to be responsible for a human

right might be deemed relevant for determining

complicity. First, Santoro proposes that a multi-

national corporation (MNC) must be able to effec-

tively engage in behavior consistent with human

rights duties for those duties to be allocated to it.

Hence, when an MNC is involved in the violation of

human rights due to government policies, Santoro

maintains that this condition requires that an MNC

has the ability to alter the policies of the government.

Accordingly, he looks to the potential effectiveness

of a business to ‘‘…have a substantial influence on
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the policies of the host government’’ (Santoro, 1998,

pp. 37–38). Only if this were the case, could we

attribute the responsibility for avoiding violation

of that right to the MNC (Santoro, 1998, p. 36;

cf. Santoro, 2000, pp. 154–157).

Second, Santoro maintains that an MNC must be

able ‘‘to withstand losses related to the proposed

duty’’ (Santoro, 1998, p. 36). If it could withstand

retaliation by a government, then the duty at stake

might be allocated to it. However, if an MNC did

not have the capacity to withstand retaliation by the

government, it could not be held to the fulfillment

of human rights duties.

In both cases, these conditions imply that Google

is not responsible and hence not (obediently) com-

plicit with the Chinese government for violating the

right to freedom of expression. On the first condi-

tion, it does not appear that Google could substan-

tially influence Chinese government policies. It

cannot effectively not engage in filtering and yet still

do business in China. It could, of course, as it pres-

ently does, offer its ordinary Chinese language

Google.com (from outside of China), on which web

pages in Chinese are ‘‘open, unfiltered and available

to all Internet users worldwide’’ (Schrage, 2006,

p. 5). However, it could not effectively offer a

Google.cn from within China in an unfiltered ver-

sion. It does not have sufficient influence within

China to alter China’s policies (Santoro, 1998, p. 38).

Accordingly, on Santoro’s view, Google cannot be

held responsible for these violations. It is not part of

its ‘‘fair share’’ allocation of human rights duties.

On the second condition, Santoro argues that

‘‘the capacity of a multinational firm to withstand

retaliation by the Chinese government is very lim-

ited in most cases’’ (Santoro, 1998, p. 38). Though

Google could withstand Chinese government

reprisals in the short run (i.e., by withdrawing from

China), this would result in the loss of the world’s

largest market to Google and significantly harm its

development in the long run. From such conse-

quences, Santoro appears committed to the view

that the duty not to violate the right to information

is not applicable to Google. Accordingly, Google

does not have a responsibility to refrain from filtering

the Internet in China, and hence cannot be com-

plicit with Chinese government actions.

I believe we should reject these two additional

conditions. First, if Google does not have a

responsibility to avoid violating this right under

these two conditions (it is not part of their ‘‘fair

share’’), then the implication would be that Google

is not doing anything wrong when it filters the

Internet at the behest of the Chinese government.

Accordingly, it would be unnecessary for Google to

make any adjustments. They should simply filter the

Internet and get on with it. No regrets or sense of

guilt is appropriate. They have not done anything

wrong.

Some counter-evidence is suggested not simply

by the outcry of many people and organizations

around the world to Google’s actions, but also by the

fact that this doesn’t capture the response the owners

and executives of Google have expressed. They

express regret and appear to be troubled by the

actions they have undertaken. Of course, they may

be wrong. Perhaps, rightly viewed, they should give

up their sense of regret. On the other hand, it may

also be that Santoro’s ‘‘fair share theory’’ does not

correctly capture Google’s responsibilities in this

situation. Indeed, on this first condition, it would

appear that an MNC might engage in a wide range

of harmful acts for which it could claim no

responsibility because it lacked the capacity to

influence the government’s policies.13 This is an

open door to irresponsibility.

Second, Google is blocking websites at the behest

of the Chinese government in a manner that results

in Chinese people being unable to have access to

websites to which they arguably have a right of

access. Were the Chinese government itself to do

this blocking, and there be no ISPs or search engines

involved, it would be violating the right of freedom

of expression of the Chinese people. However, in

the present case, given that the filtering is done

through ISPs and search engines, Google is coop-

erating with the Chinese government in accom-

plishing this same end. China has set the rules and

conditions for Google to operate in China, even if

some of this is done only very indirectly.

Still, Google has chosen to place itself in this sit-

uation. Google agreed to operate by rules that are

part of the Chinese government’s violation of its

citizens’ right to freedom of information. Consider a

business that chose to operate in South Africa under

apartheid and then followed the South African

government’s apartheid rules. They would have

been considered complicit in the violation of the
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human rights of South Africa’s blacks. So too, to the

extent that it follows the Chinese government rules

in blocking websites that violate the rights of

expression of its citizens, Google is also complicit in

this abuse of human rights.

It is true that Google and other companies must

follow the laws of the countries in which they

operate. Since China requires filtering, this is what

they must do. However, such pressure, even if

codified in a law, doesn’t answer the moral question:

Is this a just or moral law? And does following it

violate important international human rights? Gov-

ernments may set unethical rules that are racist,

sexist, or corrupt. If a business follows such rules, it is

participating in the unethical practices those rules

structure. I have previously concluded above that a

case can be made that China has set up rules

regarding access to information that are unjustified

and that do violate people’s right to information. If

this is correct, then playing by those rules and

engaging in the resulting system is to engage in

unethical practices.14 Of course, some will argue that

they had little choice but to do so. Still, they did

explicitly choose to place themselves in this situa-

tion. If they engaged in actions that contribute to

accomplishing the purposes of the aims of the

Chinese government and these aims violate human

rights, then they are (obediently) complicit.15

Summary and Google’s inadequate defense

The upshot of the preceding argument is, I believe,

that Google is (obediently) complicit in violating the

human rights to freedom of expression and infor-

mation of Chinese people. Actions that Google takes

do in fact filter out web pages that the Chinese

government finds unacceptable, even though the

government has not directly identified those items to

Google. Further, the web pages filtered out are the

ones that raise political questions and legitimacy

questions regarding the Chinese government. These

kinds of materials are illegitimately blocked from the

citizens of any country. It is true that if Google did

not take part in this filtering, the results might be

closely the same. However, in contrast to the UN

document, ‘‘Embedding Human Rights in Business

Practice,’’ referenced above, this does not mean that

Google is not complicit. In point of fact, the

importance of this consideration has been misapplied

by those discussing complicity (and Google).16

Given this analysis, the inadequacy of Google’s

own defense of its position is worth noting. Google’s

position has been defended, through its VP Elliott

Schrage, as resting on three legs. First, Google seeks

to satisfy the interests of its users. Google claims that

by operating in China it can provide a more reliable

and faster service than any of its competitors. Sec-

ond, it endeavors to expand access to information to

those who want it. Again, by having a presence in

China, Google claims that it can offer more and

better information through the Internet than any

one else operating in China. Finally, it seeks to be

responsive to local conditions. The law of the land is

such, Google claims, that either it must filter or it

cannot operate in China. Google notes that its reg-

ular service, Google.com, on which web pages in

Chinese may appear, remains ‘‘open, unfiltered and

available to all Internet users worldwide’’ (Schrage,

2006, p. 5).

What is striking about Google’s defense is its

inadequacy. First, it does not respond to accusations

of the violation of the human right to freedom of

expression and information. In fact, it does not even

speak about human rights or other rights. It is a

thoroughly consequentialist response.

Second, this response treats all information on the

Internet as the same. Consequently, if Google can

offer more information even though it filters some

topics, then it is justified in proceeding. However,

more information about happy picnics on Tianan-

men Square is not the same as less total information

(however that is measured) but some that includes

the Tiananmen Square massacre in 1989. At the least,

Google needs some way to respond to the human

rights violation charge. It is true that Google is not

engaged in a philosophical debate, but many other

businesses have undertaken to speak directly to hu-

man rights issues and do invoke talk about human

rights in explaining and justifying their actions (see

Novartis, Shell, and Levi Strauss).

Third, if Google’s response is consequentialist and

this adequately defends its ‘‘Don’t be evil’’ mantra,

then it is hard to understand why Schrage has also said

that self-censorship is counter to its basic values and

commitments. The only thing that would be counter

to those values is providing less information. Any

system will involve some restricting or censoring
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some materials. However, not all such information

comes under the notion of freedom of expression and

information.

Finally, if Google’s consequentialist justification

were truly successful, then it would seem peculiar

that it would have any reservations about its actions.

It should simply continue on its present course

secure in the knowledge of the resulting good

consequences. And yet Google’s founders have

expressed concern about Google’s position. Sergey

Brin (one of Google’s two co-founders) has spoken

of their compromising their values (see Parr, 2006,

p. 86). I think this is suggestive of the type of

problems that answers that are wholly consequen-

tialist or utilitarian have. They transform various

features of the moral landscape simply into their

results, rather than entertaining the intrinsic aspects

of those features that may be trampled by focusing

on their consequences.17

Moral compromise

If Google’s filtering the web in China infringes on

the human right to freedom of information, then

doesn’t it follow that Google should stop filtering,

and, as a consequence, no longer operate in China?

Some move seamlessly from the wrongness of such

filtering to the wrongness of Google engaging in

filtering all things considered. There is much to be

said for this view. However, at this point, we have

only considered the wrongness of such filtering.

Instead, we need a judgment regarding whether

Google should, all things considered, filter the

Internet. By this, I mean a judgment that is based

upon all relevant moral and non-moral consider-

ations.18 If it is wrong for Google to filter the

Internet, all things considered, then it should

withdraw from China. This may take moral cour-

age. However, anything else would be morally

intolerable.

In this section, I wish to look more broadly at the

full moral and practical dimensions of Google’s sit-

uation. Google has multiple responsibilities to vari-

ous stakeholders. The fact that they may be morally

obligated to respond in one way with regard to the

rights of some stakeholders does not imply that they

must therefore honor that right above all others.

Google does not have the luxury of deciding what to

do based simply on the basis of this or that right.

Instead, they must reach an ‘‘all things considered

judgment.’’

In this situation, I believe that a reasonable case

can be made that they may be morally permitted,

under the present circumstances and subject to cer-

tain conditions, to filter the Internet in China. In

doing so, they will have indeed morally compro-

mised their values and infringed on the human right

to freedom of expression and information. How-

ever, all things considered, this is the best decision

they can make, even if it is not the most desirable

situation one might imagine.19 Should these condi-

tions change, they would no longer be permitted to

engage in such filtering and must cease doing so,

even if it means withdrawing from China.

Two senses of ‘‘compromise’’

The sense in which I speak of compromise here

needs brief, initial attention. Frequently, when

people talk about (moral) compromise, they refer to

the compromises that occur between two negotia-

tors or two parties who are disputing over some

topic or business deal. If each gives up something or

some part of what they are seeking, then they can be

said to have compromised. Hence, if I want to sell

my car for $20k and you want to buy it for $15k,

and we agree on $18k we have each compromised.

This is a non-moral compromise. Moral values or

principles are not obviously at stake.

However, people may engage in negotiations and

discussions regarding important moral issues, which

may also result in moral compromises. Martin

Benjamin gives the example of the Warnock

Committee on human fertilization and embryology

(Benjamin, 1990, pp. 38–40). Some of its members

opposed, while some favored, experimentation on

human embryos. In the end, the members of this

commission found a compromise whereby they

could recommend limited experimentation on

human embryos (Benjamin, 1990, pp. 38–39). Sher

has discussed moral compromises that might occur

between abortion opponents and those who defend

the right to abortion (Sher, 1981). This form of

compromise has been referred to as ‘‘the politics of

compromise’’ (Kuflik, 1979, p. 43) inasmuch as two

or more parties are always involved.20
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Whether there has been a compromise in this

sense with regard to Google in China is uncertain.

Certainly, Google is filtering the Internet. It does

not appear that China has compromised regarding

filtering. However, since we don’t know all the

terms Google filters, this cannot be determined. It

could be (though I suspect it is unlikely) that the

Chinese government has permitted Google not to

filter some terms that it would otherwise want them

to filter. In addition, since Google is now informing

Internet users when they filter, and the government

has not intervened to prevent this, this might also be

a compromise that the Government has made.

Certainly, these are not compromises that the

Chinese government and Google have openly

arrived at. They may not have even arrived at it

through negotiation. People may reach compromises

without explicitly talking about them or negotiating

to arrive at them. So too may businesses and gov-

ernments. They may reach an ‘‘implicit under-

standing’’ with those with whom they are dealing.

This understanding may embody a compromise.

There is uncertainty here not only for outsiders

who view Google, but there may also be consider-

able uncertainty within Google as to what the

Chinese government will or will not do. The gov-

ernment does not tell them exactly what they must

filter. In a psychologically clever move, the Chinese

government leaves it up to Google to make a

decision as to which items it will filter. Such

uncertainty, it has been said, leads to greater levels of

self-censorship.21

I wish to speak of compromise in a different sense

of ‘‘moral compromise.’’ This is the compromise

when one does not live by or fulfill one or more (of

one’s) moral principles or values, but instead does

something that violates them in order to fulfill other

values and principles one also holds to be important

that cannot be fulfilled if the first values or principles

are fulfilled. These compromise situations arise when

one cannot fulfill all the values or principles upon

which one operates. In such situations, either one or

the other of the values or principles one subscribes to

will be violated by what one does.

This is the sense of ‘‘compromise,’’ I believe that

the leaders of Google have used and applied to

themselves. Sergey Brin is quoted as having said

‘‘And we decided in the end that we should make

this compromise’’ (Parr, 2006, p. 86).

Two objections

There are two objections to the direction the

preceding argument has laid out.

First, it might be objected that this view involving

compromising on matters of principles such as

human rights is not really of ethical interest, but is,

instead, simply a form of moral dissolution. For

example, Benditt comments that ‘‘we expect people

to stand for something, and we think less of a person

who is not willing to espouse any principles, and

even worse of one who vacillates, particularly when

it appears that the principles he espouses serve his

own interests. So to compromise on matters of

principle is to risk a loss of esteem, not only on the

part of others, but also on one’s own part’’ (Benditt,

1979, p. 31). Similarly, Halfon and Rand are among

those who argue that people (and businesses) ought

never to compromise their moral principles (Halfon,

1989; Rand, 1964).22 Kuflik notes that some believe

that ‘‘the willingness to compromise is a sad but

sure sign of moral turpitude’’ (Kuflik, 1979, p. 38).

Accordingly, the argument that Google may be

permitted to filter the Internet, and thereby engage

in this form of moral compromise, faces significant

opposition.23

Nevertheless, I think the notion of moral com-

promise does have ethical interest and is not simply a

question of moral dissolution. All our values do not

necessarily align in all circumstances. To protect one

(set of) values, one may have to sacrifice others. This

situation may not arise for utilitarians. Whether it

does or not I cannot discuss here. But if it does not, I

believe it is a shortcoming of utilitarianism that it

does not capture this aspect of human moral expe-

rience. In the cases I have in mind, one makes

difficult decisions that leave one with a sense of

violation and loss, and possibly of guilt, because of

the moral residues that remain, while one does what

one thinks one must (all things considered) do.

Second, it may be objected that if our rights and

principles are properly described or specified, they

will take account of possible exceptions to them.

Accordingly, we are not violating a particular rule or

principle when we act according to that exception.

A standard example, often offered, is that of the ‘‘No

Parking’’ sign, which allows for parking between 9

pm and 7 am. If a car parks there over night,

it has not violated the ‘‘No Parking’’ rule. Tom
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Donaldson defends this kind of view in his ‘‘Com-

patibility Proviso,’’ which holds that ‘‘so long as a

right satisfies…[a fairness-affordability conditions he

specifies] honoring it is compatible with honoring

all other fundamental international rights’’ (1989,

p. 77). Another form of this approach to morality is

identified by Martin Benjamin who speaks of the

‘‘Doctrine of Moral Harmony,’’ which holds that

through ‘‘additional knowledge and further reflec-

tion’’ we can ultimately ‘‘…devise a consistent and

comprehensive theory that will be capable, at least in

principle, of resolving all moral conflicts without

remainder’’ (Benjamin, 1990, p. 82).

On the contrary, I suggest that rights are based

upon important interests that people have (see Raz).

Neither those interests nor their rights are absolute.

Let us suppose that those interests (and rights) have

been properly specified. The interest in information

and the right to it does not extend to extreme forms

of violent pornography, or how to build nuclear

terrorist weapons, etc. That is, preventing people

from obtaining that information is not opposed to

their interests and does not violate their rights.

Focusing then on justified interests and properly

specified rights, it is still the case that any particular

set of rights (interests) is not the only one that exists

for those individuals. They may have multiple rights

and interests. Absent some principles of the harmony

of moral rights, duties, and interests, it is possible that

these rights may conflict.24

Donaldson defends his compatibility proviso on

the basis that ‘‘in the long term…neither welfare nor

traditional rights need be sacrificed on the basis of

the other’’ (Donaldson, 1989, p. 80). In short, it is

not necessary to sacrifice traditional rights of justice

to provide for welfare rights involving bread and

housing. The underlying reason is that ‘‘a proper

system designed to protect justice is remarkably

inexpensive; indeed, it probably has a negative cost’’

(Donaldson, 1989, p. 79). However, this is not

persuasive. First, it depends on various factual

assumptions regarding the costs of administrative

systems for justice and welfare. Surely, they might

conflict, even in the long run, depending on what

those systems involved. And, second, the issue here

is not simply about the contrast between welfare and

justice, but whether, as others have also contended,

various rights may conflict, even after they have

been specified. Thus, Hampshire, Berlin, Williams,

and Benjamin have held views that Berlin has

expressed in the words that ‘‘the belief that some

single formula can in principle be found whereby all

the diverse ends of men can be harmoniously real-

ized is demonstrably false. If, as I believe, the ends of

men are many, and not all of them are in principle

compatible with each other, then the possibility

of conflict – and of tragedy – can never wholly be

eliminated from human life, either personal or

social’’ (Berlin, 1958, p. 169).25

Accordingly, the present objection to the conflict

of rights would have to maintain that there is some

over-riding principle (or right) that subordinates

other principles and rights in a particular situation

since any actions that otherwise would be contrary

to it are written into the nature of that right. I

suggest that this is a form of gerrymandering of rights

to suit the purposes of those who seek to avoid

moral conflict and moral residues. Much simpler is

merely to say that those rights conflict and one may

have to decide that, all things considered, one of the

rights must be overridden, in the sense that it must

be violated or infringed upon.

Ways moral compromises may arise

On this view, cases of moral conflict and compro-

mise may arise in a variety of ways. Sometimes, they

involve compromising moral values for other moral

values. Perhaps the Prime Minister of a country with

a parliamentary system commutes the sentence of an

individual who has committed a crime, because one

of his major supporters (who leads another party)

threatens to withdraw his support unless he does so.

Without that support, the government would have

collapsed. No other coalition of parties is able to run

the country. And with the collapse of the present

government, the different factions in society will

succumb to violent actions against each other and

further chaos through this society will ensue. By

granting the commutation, the leader has compro-

mised, even though it may be for good reasons.

One of the classic examples of moral compromise

between moral values is one Sartre describes of the

son who is torn between staying home to help his

mother during World War II or leaving her to join

the French forces. Here, as in other cases, we

find conflicting values that cannot be rendered
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compatible. One of them will have to be given up. If

the son joins the French forces, he will feel that he

has done less than a son should do. He will have

failed his mother. And if he stays with his mother, he

will have failed as a patriot and defender of his

country. One way or the other, the son will be

compromising one of these crucial values.

However, moral compromise may also arise when

self-interest is involved. Suppose that an elected

official who opposes crime and corruption is up for

re-election. However, to get reelected, he is faced

with striking a deal with a crime boss to go easy on

one of his associates in exchange for help in getting

reelected (see Halfon, 1989, p. 103f). For the elected

official to go easy on the associate of the crime boss

simply to stay in office would be such an example

(whether or not he is justified in doing so).

It should not be thought that the compromise of

self-interest to fulfill one’s moral responsibilities to

others is a matter for little moral consideration. A wife

might give up having a career, something we would

ordinarily attribute to her self-interest, in order to care

for her children (and husband). She might feel that she

has made large compromises in her life. She might

even be angered by them and harbor some resent-

ment. Still, she thinks it is what she ought to have

done, all things considered. She does, after all, have

multiple interests, among which are having a husband

and children. And though there may be an admirable

moral dimension to her actions, she has also impor-

tantly sacrificed herself in ways one might think that

exceed what morality should demand.

Conditions giving rise to moral compromise

The preceding examples embody a particular set of

circumstances that is attached to the instances in

which we believe that moral compromises might be

called for or permitted. That is, it would be mistaken

to treat any failure to act in accord with one’s moral

principles and values as a case of (justified) moral

compromise. If I go into a store and steal a tie,

simply because I don’t want to pay for the tie, I have

engaged in theft. Someone might say that I have

compromised my values, assuming that they

included private property. But here ‘‘compromised’’

simply means ‘‘broken’’ or ‘‘violated.’’ Benjamin

might call this a form of compromise as betrayal

(Benjamin, 1990, pp. 8–10). This is not the sense of

compromise at stake here.

Instead, as I note above, I mean this term in the

different sense that in order to realize certain justi-

fiable values, you must violate other (justifiable)

values which you also hold and whose realization

cannot be made practically compatible with the first

set of values. Typically, these are conflicts between

moral values or principles. However, as the above

examples suggest, sometimes they may be between

moral values or principles and terribly significant life

projects a person might be involved in.26

It is important, then, to identify the circumstances

in which such conflicts arise that may call for moral

compromise. I believe that they include the fol-

lowing features: (a) factual uncertainty; (b) nonde-

ferrable decisions; (c) moral complexity; and (d)

vulnerability.27

First, there are factual uncertainties surrounding

situations involving moral compromise. We may not

know what are the consequences or implications of

adopting one or another course of action. If the

leader of a country does not give in to the blackmail

of a prominent supporter, will the country really

descend into chaos? If he does give in, will his future

credibility be undercut such that he cannot effec-

tively lead?

In the case of Google’s decision whether to move

into China or remain outside, it faces a number of

uncertainties. As already noted, the Chinese gov-

ernment does not tell it which terms to filter, but it is

clear it must filter. Thus, Google must engage in

self-censorship without any clear guidelines. It does

not know for sure which terms must be or need not

be filtered. Similarly, Google does not know what

the future portends for continuing or relaxing cen-

sorship in China. China has opened up considerably

in recent decades. What might the future hold? The

support of the Chinese people for different forms of

censorship is also uncertain. Finally, the effects of

remaining outside China involve their own uncer-

tainties. Possibly, Google could survive without

being in China. However, by largely giving up what

will shortly be the largest Internet audience in the

world, it is reasonable to conclude that Google will

place itself at a considerable competitive disadvan-

tage in this market. This will have spill over effects in

other markets. In any case, it knows that other

competitors are actively engaged in the Chinese
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Internet market. Google would be one of the only

companies to remain outside of China. Still, the

results of filtering – or not filtering – involve many

factual uncertainties.

The circumstances of moral compromise also

involve situations in which a decision is nondeferrable.

If one’s decision could be put off until one was more

certain regarding the outcomes or implications of

one’s action, one might not have to compromise.

Instead, in situations of moral compromise, one must

decide and cannot defer that decision until things are

more clear or the conflicts have possibly dissolved.

In the present case, Google also faces a decision

that is nondeferrable. Its Chinese major competitor

(Baidu) expanded from 2.5% of the market in 2003

to 46% of the market in 2005. Google had fallen

under 30% (and was continuing to fall) (Schrage,

2006, p. 4). There is no reason to think that this

situation would not continue to deteriorate. In 2002,

4 years before Google’s decision to enter China, the

first disruptions of their search engine began. Google

waited for approximately 3 years. It is plausible to

think that a decision could no longer be deferred.

There is, then, a certain unavoidability to

Google’s situation. It cannot avoid the requirement

to block websites if it operates in China. And if it

does not operate in China, it cannot avoid the det-

rimental consequences of not blocking. Either way it

operates, blocking or not-blocking, it will be faced

with dramatic consequences and implications. It

could try to reduce the effects of blocking (see

below); however, reducing the effects of not being

in China is much more difficult!

Situations involving moral compromise are mor-

ally complex. Only because there are multiple and

conflicting principles and values, which cannot

practically be made compatible, does the question of

compromise arise.28 There are, then, two dimen-

sions to such moral complexity, an action and a

normative dimension (see Jeurissen). The action

dimension involves greater complexity the more a

moral agent faces ‘‘heterogeneous forms of action,’’

which cannot be made compatible. And the com-

plexity of the normative dimension increases the

greater the divergence and multiplicity of the nor-

mative views and frameworks (see Jeurissen, p. 16).

Google faces such a morally complex situation in

this case. It faces multiple, conflicting, and incom-

patible responsibilities, which it cannot fulfill at the

same time without violating or infringing on some

of them. As I noted above, what Google requires is

an ‘‘all things considered’’ judgment. What it should

do does not simply follow from the fact that it is

violating this particular human right. Garrett Hardin

has offered as the first law of Ecology that ‘‘You can

not do only one thing.’’ This applies to most of life

and it applies also in the case of Google. Indeed, if

there were only one responsibility, principle or value

at stake, the need of compromise would be less

likely. Instead, the question of compromise arises

in situations involving multiple values and principles.

Accordingly, opponents of Google’s actions, e.g.,

Amnesty International or Reporters Without Bor-

ders, tend to focus just on the one thing they are

concerned about, viz., Google’s filtering of the

Internet and the human right involved. Hence, they

conclude, quite plausibly as I have argued above,

that Google is infringing on this right and should not

filter the Internet. However, this means that they do

not see Google’s situation in its full context, and the

‘‘all things considered’’ decision it must make.

Instead, Google has multiple responsibilities that

must be taken into account. These may be dismissed

by some, but to Google they are very important. For

example, Google is a business within a business/

market system in which what it can do is condi-

tioned by what others do. Its continued existence

depends on how well it fares with regard to its

competitors. Too often, business ethicists fail to take

into account this competitive context. What they

end up doing is something like giving advice to a

football player or a boxer, without considering that

they are playing football or boxing. Surely such

advice to people in those roles would not be of

much help.

Within this competitive system, Google has a

responsibility to try to maintain its business if not to

continue to develop it as a sustainable enterprise.29

This responsibility falls within the demands of eco-

nomics, the law, and morality. Accordingly, Google

must seek to determine what are the economic,

moral, and legal rules of the competitive marketplace

they face. These are dynamic, not static. Thus,

Google has responsibilities to follow the laws of the

countries in which it operates. This is not an

insubstantial point, though not finally determinative

if the laws are (substantially) unethical. Still, the

guidance of law cannot simply be swept away either.
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Google must consider how its actions take place

within those legal rules, as well as what to do when

others break the rules, or the national law officers are

not properly officiating. It is relevant, then, if others

such as Microsoft, Yahoo, Cisco, not to mention

Chinese Internet companies like Baidu do not

refrain from filtering, but operate under the restric-

tions that require filtering of the Internet. This is not

to maintain that if everyone else is filtering, then

Google is permitted to filter. However, it is to say

that it is morally relevant consideration for Google

to take into account in determining the moral

complexity of the situation it faces and how it will

impact adherence to this human right in China as

well as the future of Google.

Other responsibilities and relevant factors Google

must consider involve the sources of their capital.

Since some of their capital comes from stockholders

who have invested expecting a profitable invest-

ment, they also have responsibilities to their stock-

holders.30 The point here is not simply that this will

increase the wealth of the stockholders, at least in the

short term. There are news accounts that Google

does not expect any return on their investment in

China for some time. One of Google’s founders,

Sergey Brin, is reported to have said that ‘‘he

thought it would be years before Google would

make much if any profit in China. In fact, he argued,

going into China ‘wasn’t as much a business decision

as a decision about getting people information’’’

(Parr, 2006, p. 86). One can imagine that in a

competitive world, there is importance also simply

to winning the race, i.e., to making the best or most

dominant product (and obviously these are not all

the same). There is pride and honor at stake. These

are also powerful motivators. Nevertheless, Google

does have fiduciary responsibilities to stockholders

not to diminish the value of their stock. Whether or

not Google’s operations in China are now profitable,

without direct access to potentially 250 million

Chinese Internet users (in the next 5 years), Google

could jeopardize the investment of its stockholders.

Google has responsibilities to other stakeholders as

well, e.g., to employees. Some of these responsibil-

ities are to continue to develop the business, which

will involve protecting and developing jobs and

employment possibilities. They may also include

acting in accordance with its proclaimed values, e.g.,

‘‘Don’t be evil’’! Some of these responsibilities to its

employees are to those in China. If Google were not

to filter the Internet, it would put its Chinese

employees at risk of fines, harassment, or imprison-

ment. There are news reports of Chinese police

berating officials at Chinese portal companies, as well

as fining and imprisoning those who violate censor-

ship laws. Beyond these threats, those employees

might simply be out of a job if Google’s search engine

defined Chinese censorship laws.

In addition, Google views its mission as providing

information as fast as possible to its users. It has

argued that even if they filter the Internet according

to government wishes, they can still provide infor-

mation that Chinese are not otherwise obtaining:

‘‘Google could still improve Chinese citizens’ ability

to learn about AIDS, environmental problems, avian

flu, world markets’’ (Parr, 2006, p. 86).

Finally, Google may also be seen as an important

life project by Page and Brin, not to mention

many others at Google, to make the best, most

notable Internet server and not be handicapped by

restrictions that others are not accepting. Some

ethicists, e.g., Bernard Williams, have emphasized

the importance of such life projects in ethical

determinations.

The fourth feature of the circumstances of com-

promise is that of vulnerability. If a person or orga-

nization was not vulnerable to others when it did, or

did not, follow moral (and other) rules and princi-

ples, the question of compromising would not arise.

Only because they may suffer the impact of fol-

lowing (or not following) certain rules and princi-

ples, does the question arise as to whether they

should not do so, and hence compromise on one (or

more) of these.

In the present instance, Google is vulnerable in

several different ways to being harmed by actions

of the Chinese government and its competitors.

Google could refuse to enter the Chinese market.

But this, I am supposing, would have significant

negative implications for its use in China. It would

slowly decline to the role of a very minor player. We

might further suppose that this would negatively

impact Google’s future. If it did not filter what the

Chinese government wanted filtered, its employees

might be subject to fines, harassment, or imprison-

ment. If it tries to protest this filtering to the Chinese

government, it is unlikely that the government will

change its course.
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In addition, it is important to note that the U.S.

government and the European Union have not

complained loudly or strongly against China’s

filtering of the Internet. Neither has withdrawn

support from China. It is true that members of the

Congress summoned Google, Microsoft, and Yahoo

executives to testify before Congress, but other than

moral venting, it appears that little has come from

these hearings.31 The U.S. Congress has not passed

its own laws or resolutions to address the issue of

censorship in China. It continues to support business

with China.

All the preceding renders Google’s (moral and

non-moral) interests vulnerable to the actions of its

competitors and the Chinese government, as well as

the inactions of other governments and international

bodies. Since there is no effective legal authority to

punish violations of the rules, if Google does not

violate the relevant human rights, it may likely be

the only one. Other violators of these rules will

prosper.32 This does not, of course, justify its vio-

lating a human right. However, it does form part of

the vulnerability Google experiences that constitutes

part of the conditions of moral compromise they

face.

Now, given that Google faces a situation so

described, one involving conflicting and incompat-

ible responsibilities, some moral and some pruden-

tial, how should Google decide? As I noted above,

many have urged that it should be faithful to its

mantra, ‘‘Don’t be evil.’’ It is a question of integrity.

It should not violate the human right at stake. In this

manner, I suggest they are urging Google to be

morally pure and thereby to make a moral point for

others – after all, Google is big and powerful.

In response, I want to argue that, within the

above circumstances, Google may be justified in

engaging in a moral compromise of one of its own

principles and thereby violating this human right.

This will, however, leave it guilty of a moral vio-

lation. This moral compromise is rendered permis-

sible because of the other responsibilities that Google

has. This is, in fact, how Brin describes what they

did: ‘‘We decided in the end that we should make

this compromise’’ (Parr, 2006, p. 86).

What is desirable, I believe, about this argument is

that it will leave Google responsible and guilty for

having done something wrong and against its own

values. This moral violation then gives NGOs and

others grounds to complain against Google’s actions.

It also leaves Google sensitive to their criticisms.

They cannot simply be whisked away. On the other

hand, though Google may find itself in circum-

stances that open the door to compromise, it will

require some form of justification to go ahead and

filter the Internet. How to make this argument?

Criteria for justified moral compromises

Moral compromise is a dangerous door to open.

Once it is opened, unless we are careful, all sorts of

morally questionable actors may try to push through.

We need some way to limit access to the room that

lies behind. We need to know under what condi-

tions some moral compromises, but not others,

would be justifiable.33

Benjamin argues that actual moral compromise

must be a matter of practical knowledge. A decision

to seek or accept compromise, he says, will be highly

context dependent and turn on insight, imagination,

and interpersonal sensitivity and skill. It will turn,

too, on complex and often unpredictable interactions

of particularly historically situated individuals. As

such, the exercise of judgment is not simply a matter

of taste. Arguments must be given and defended.

Underlying these arguments must be certain values.

In this situation, a moral compromise involves

doing something one believes is wrong to do, but

this may be morally permissible if it is outweighed by

other considerations. What it must be outweighed

by need not be some single other principle or value.

Instead, it could be (and generally will be) a com-

bination of other values, principles, and morally

relevant considerations.

There are several conditions that must be fulfilled

for a moral compromise to be justified.34 For

Google’s compromise to be justified, it must take

into account the fairness of its actions, the harms

those actions will cause, and its own integrity.35 To

do so, we should look to the four criteria of fairness,

harm, integrity, and mitigation.

Fairness

The question of fairness regarding proposed moral

compromise arises in at least two different ways.

First, does the moral compromise result in unfairly

disadvantaging others who do not violate the rules,
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values, or principles in question? If a moral com-

promise unfairly disadvantages others who do follow

the rules or principles, that compromise raises more

significant moral questions and is less readily morally

acceptable. Second, do the demands of morality

place an unfair or unrealistic burden on a moral

agent such that the violation or infringement of

some moral principle or rule seems warranted even

though the principle or rule is otherwise justified?

In such cases, a moral agent may decide to violate

that principle and hence engage in a form of

compromise.

Consider the first issue of unfairly disadvantaging

others who do act in accord with the rule or prin-

ciple. This situation may arise in any number of

ways. One such circumstance that Kavka emphasizes

is whether ‘‘there is no effective legal authority to

punish violations of the rules’’ (Kavka, 1983, p. 63).

Actually, I think the circumstance ought more

plausibly to refer to whether there is no legal or

moral authority that can effectively punish the

violations of the rules. In this situation, an agent who

opts to be a free rider by violating a rule that others

follow places other moral agents at an unfair

disadvantage. Certainly, in the case of Google, the

Chinese government will not punish violators of the

relevant human right. Further, in this case, all

Google’s competitors (both national and interna-

tional) are violating this human right. If Google did

not violate this right, it would be the only one. The

unfair disadvantage would be imposed on Google,

not the other way around. Whether morality does

(or can) demand this I consider below. In addition,

no major national governments have resisted this

filtering. Not even the UN has made a strong

statement on this matter. Accordingly, this part of

the fairness condition would not seem to require that

Google take this path alone.

Second, the fairness condition arises with regard

to whether the moral compromise is a response to

unreasonable or unfair moral demands on oneself.

That is, would the effects on one of not violating

some right, value, or principle be so significant or

substantial that they reach beyond what morality

might reasonably demand of a person (though not,

perhaps, what a person capable of supererogatory

actions would do). In short, this aspect of the fairness

question raises the issue of how much morality can

demand.36

Crucial to the present fairness condition is the

contention that any view of morality that required

individuals to act in ways that would significantly

harm or destroy them over a substantial period of

time is an unsatisfactory view of morality.37 Of

course, morality may require a person to make sac-

rifices. In exceptional situations involving great harm

to others, it may require, not that a person or a

business sacrifice its existence, but that they are

prepared to place themselves in a situation in which

their existence might be harmed (or sacrificed).

Consider, for example, the situation of whistle

blowers faced with some harm or wrong that they

are aware of and believe that by their action they can

stop or impede. Richard De George has argued that

in such cases, a person is permitted, but not required,

to blow the whistle if he is aware of some serious

harm a business will inflict on others and if that

person reports this knowledge to relevant superiors.

However, De George maintains that morality only

demands that he blow the whistle if he has credible

evidence of the likely harm and he has good reasons

to believe that by going public the threatened

harm will be prevented, i.e., he will be successful

(De George, 2006, pp. 308–313). That is, absent a

chance of success, De George argues that whistle

blowers are not obligated to blow the whistle

(De George, 1999).

In short, De George argues that morality does not

demand that a person potentially sacrifice himself to

reveal a harm that others are (or may be) doing when

there is no likelihood of positive gain. Only if the

potential whistle blower can stop the potential harm,

does the person have that obligation, albeit still at

risk to him or herself. Morality, De George has

contended, does not demand self-sacrifice when

there is little or no likelihood of success.

Similarly, it is this issue, I believe, regarding the

demands of morality that can be seen in Santoro’s

concerns with respect to the capacity of businesses to

withstand retaliation against its actions. Santoro

contends that an ‘‘actor’s capacity to withstand losses

related to the proposed duty’’ is a necessary condi-

tion in determining whether the duties associated

with a particular human right may be fairly attrib-

uted to a business (Santoro, 1998, p. 36). Thus, he

argues that ‘‘the capacity of a multinational firm to

withstand retaliation by the Chinese government is

very limited in most cases. Even large multinational
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firms in industries such as aerospace, telecommuni-

cations, energy, and automobiles must fear losing out

to European and Japanese competitors on multi-

billion dollar joint-venture contracts’’ (Santoro,

1998, p. 38).

Accordingly, moral compromises must be mea-

sured by a fairness criterion, which has two different

dimensions – fairness to others and the fairness of

moral burdens on oneself. In the latter case, the

moral responsibilities of a business or individual do

not, ordinarily, call for or demand self-destructive

actions. If a moral agent does engage in actions of

this nature or actions that are beyond what is ordi-

narily required, we speak of supererogatory actions,

not ones that are ordinarily obligatory. Conse-

quently, assuming that remaining outside China

would significantly harm Google as an ongoing

organization, which is otherwise fulfilling its

responsibilities, it would seem that the moral com-

promise Google has adopted may be acceptable.

There are, however, three additional conditions.

Harm

Anyone considering a moral compromise must also

consider the severity of the violation involved. This

takes a number of different forms and measures.

First, does the violation or harm threaten the lives or

very identities of the people affected by the violation

of the rule or principle? If it does, then such a

compromise is much harder to justify. In general, the

more significant the value or principle one violates,

the more important the responsibility to prevent it.

Similarly, the more extensive the harm or violation

is, the less it can be supported or demanded by other

responsibilities one has. If the violation cannot easily

be mitigated, the greater is one’s responsibility to

avoid the act. Likewise, the longer lasting the vio-

lation or harm, the more it should be avoided.

In the case of Google, no one’s life is directly

threatened by its compromise. In fact, Google has

taken steps, as we will see, to reduce this possibility.

Further, the violation Google is involved in relates

only to the Internet, not to other possible sources of

information (radio, cell phones, newspapers, etc.).

And, as I will note below, there are steps Google

can take to mitigate the violation of the right to

information.

Second, we might try to determine whether the

wrong one does is the sole source of the harm or

whether one’s actions are ‘‘merely’’ contributory to

the wrongs that occur. ‘‘Contributory’’ might be

taken in two different senses here. On the one hand,

it might be that the action adds additional harms. On

the other hand, it might be that the action participates

in the harms being imposed, but does not increase

their magnitude. It would appear that Google’s vio-

lations take the latter form, rather than the former.

There is, supposedly, no additional information that

is denied to Chinese citizens through the actions of

Google. Since the government ensures that infor-

mation if filtered, whether or not Google operates in

China, the harm done by Google’s own filtering does

not increase the harm presently being experienced by

people in China. In fact, Google claims that the

Chinese are able to get additional information that

they are not already getting through their search

engine, even though it remains filtered. Thus,

Google claims that information about AIDs, various

diseases, etc. can be accessed through Google.cn that

would not otherwise be available. Google’s actions

are not like one more truckload of toxins dumped

into a body of water. Rather, they are more like

another screen or fence that blocks the view of

Chinese people no more (and possibly less) than

other (government-mandated) screens already in

place.

A third guideline is suggested by Kavka who

requires as a condition for performing a wrong action

that ‘‘the interests at stake for the potential violator

[must] outweigh…the harm that would be caused to

innocent bystanders and compliers.’’ (p. 64). As

Kavka puts it, if ‘‘innocent third parties would suffer

significant harms or disadvantages as a result of

defensive violations of moral rules…[it is] consider-

ably more difficult to justify the acts in question’’

(Kavka, 1983, p. 64). ‘‘The moral principle that

weighs against defensive violations that harm [inno-

cent bystanders]…is the familiar prohibition against

harming the innocent’’ (Kavka, 1983, p. 64).

In response, I have argued above that the harms

that Chinese users of the Internet, the innocent

bystanders, sustain are not added to by Google’s

efforts. Google is not obviously imposing any addi-

tional harm on the Chinese people more than they

are presently experiencing. Google joins others

who are also not providing relevant information to

Chinese Internet users. If they did not do business in

China, the Chinese people will not have more
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information, and they may have less. Consequently,

though they will be complicit in violating a human

right and doing so will therefore make them com-

promise their own values and compromise an

important human right, when all things are consid-

ered this is a compromise, which does not mean that

they are imposing additional significant harms on

innocent bystanders.

Integrity

In making moral compromises, one must also

consider the implications for one’s own integrity.

Halfon argues, for example, that persons (or orga-

nizations) of integrity must remain true to their

commitments and never compromise their moral

commitments. However, he also contends that

‘‘this should not be interpreted to mean that a

person who is committed to some objective and

has integrity must engage in rigid pursuit of some

course of action, ideal, or principle. People often

reassess their ideals or principles and reevaluate

their commitments. What must be avoided by

persons of integrity is abandoning their commit-

ments for arbitrary or capricious reasons’’ (Halfon,

1989, p. 18).

However, one’s integrity is not simple; it is

complex. The various ‘‘parts’’ will have different

implications and result in demands on one that may

not always fit smoothly together. At times, one may

have to make decisions or choices regarding which

values and principles take precedence over others to

which one is also committed. If this is undertaken

casually or capriciously, one may question one’s

integrity. However, if it is undertaken with under-

standing of the moral weight of one’s decision and if

one does this in some open or transparent manner,

then one’s integrity may remain intact.

In the case of Google, it must then be solicitous of

its integrity. However, it has not acted arbitrarily or

capriciously in arriving at the decision to filter the

Internet in China. If integrity implies following

moral principles and rules, then Google’s integrity

must necessarily be damaged when it violates a hu-

man right. Many of the critics of Google fasten upon

this aspect of the situation charging Google with

hypocrisy. Google cannot, they say, both maintain

its mantra, ‘‘Don’t be evil’’ and still maintain its

integrity. Strikingly, Google’s leaders have said that

they think they can.

I believe that Google can be said to have main-

tained its integrity to the extent that it has done what

it thinks best, all things considered, inasmuch as this

maximally maintains its core mission. For example,

Benjamin speaks of people maintaining their integ-

rity when they accept compromise positions if they

are able to protect other important values they ad-

here to. Hence, ‘‘taking into consideration all of

their values and principles plus the fact that they

disagree and that they are in circumstances of com-

promise, the compromise solution may be for them

more integrity preserving than any available alter-

native’’ (Benjamin, 1990, p. 37). He adds that ‘‘to

choose to preserve as best as possible the overall

pattern of one’s life cannot be regarded as betraying

one’s integrity. Indeed, in such circumstances, a

compromise may provide the best means to pre-

serving it’’ (Benjamin, 1990, p. 37).

Accordingly, violating a human right, under the

circumstances Google faces, does not mean that

wrong is not done. It does mean that Google is not

pure. It has compromised. Still, considerations pre-

viously offered above support their decision to

engage within China. And though its integrity has

been sullied, it is mistaken to contend that one’s

integrity demands purity. Rather, the integrity of

those involved in business, political, and social action

must be focused on an inner core of values over the

long run. Consequently, Google might well better

view its mantra, ‘‘Do not be evil,’’ more as an ideal,

rather than a directive that can never be violated.

Only the moral saint may be able to realize this ideal

in all his or her activities. However, the integrity of

ordinary humans and businesses does not require that

they act only at the ideal (or supererogatory) level.

Mitigation

A final condition regarding moral compromise

regards the manner in which one goes about vio-

lating a moral demand one faces. When one is

confronted with infringing on some right, principle,

or value, then moral compromise is defensible only if

one also attempts to mitigate that violation. Con-

trariwise, if a person could reduce the impact or

seriousness of a violation in some manner, but

doesn’t try to do so, then I think we would look

upon that compromise with less favor than if the

person or business made that attempt. I am assuming

here, as noted above, that one cannot simply claim
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some sort of exculpation that would block demands

requiring remediation or the reduction of the

harmful aspects of the violation.38

What about Google? In Google’s case, as in all

other such cases, we must ask first whether there are

ways in which they can avoid this compromise. This

means they should try to act differently than they

presently are. Perhaps, greater efforts or more crea-

tivity are required. Even the use of additional moral

suasion and moral power to move the Chinese

government to take or permit a different stance must

be considered. In any case, there is an appropriate

realm here within which moral activists may work to

move Google and China to respect human rights.

However, assuming that such efforts fail and

compromise of the sort Google has made is the most

reasonable option, they must still seek to ameliorate

the effects of the actions they are undertaking. As I

have noted above, Google did, in fact, undertake

several steps, when instituting this filter or censor-

ship regime, to mitigate the effects of what they are

doing. These included the following: (a) They have

placed a notice on one’s screen when they have

blocked a webpage.39 (b) They have chosen not to

start email accounts and blogs, so that they would

not have private or personal information which the

government could request. (c) And, they say they

will monitor the situation and how it develops. This

is, at least partial, compliance with a mitigation

condition.

Are there other things that Google could (should)

do to mitigate the compromise they have made?

Among such actions, as others have also noted,

would be the following:

• Reaffirm their belief in freedom of expres-

sion and that it is central to its own values.

• Work within the Chinese system to support

the Chinese constitution and its guarantee of

the freedom of speech and of publication.40 It

may be assumed that the senior Chinese lead-

ership is not simply monolithic in its views

regarding Internet censorship. Google should

try to work with those more favorable to

moderating the current censorship regime.

• Provide a list of terms for which they filter,

and do this at all locations where they filter.

• Indicate that filtering is a temporary means

of avoiding the violation of other important

values, and that they are looking for ways to

end it.

• Indicate that they are filtering at the behest

of others (and name them), but not at their

own choice.

• Provide circumventing information.

• Work with other Internet companies and

stakeholders to develop a common code of

conduct they would all commit to adhere

to.41

These actions may be seen as shaping the form

of the compromise Google is facing. Similarly,

Sher attempts to articulate the form that those on

either side of the abortion question might take in

arriving at a compromise that both sides might

accept (see Sher, 1981, p. 370). That is, the com-

promise Google would make would be to filter

certain terms they believe absolutely necessary, while

reaffirming their belief in the importance of freedom

of expression.

In short, moral purity may not be possible in the

world that most individuals and businesses face.

Moral conflict may require moral compromise.

However, this requires other moral efforts to mit-

igate and to reduce (if not end) that compromise.

This is not to say that Google would be wrong to

withdraw from China. However, morality does

not demand this. This would be to take the part

of the moral ideal or saint, rather than what is

morally permitted.42

Implications and conclusions

Businesses face complex, difficult, and unavoidable

ethical situations wherever they operate, but espe-

cially so in international contexts. The case of

Google is an instructive example. Not only does

Google encounter a dilemma in deciding whether

or not to do business in China, but business ethics

thereby faces a dilemma also. If business ethics

holds to the importance of human rights and tells

Google to go home, it risks being cast as imprac-

tical and unrealistic, though idealistic and pure.

And if it permits Google to operate in China by

filtering, it risks being cast as having been co-opted

by business and indifferent to important ethical

concerns.
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Google’s own resolution of this situation proceeds

by avoiding most of the important ethical issues.

Those issues involve human rights and moral com-

promise. Though Sergey Brin has spoken of

Google’s compromise, the official Google justifica-

tion for its operations as offered by Elliott Schrage to

Congress makes no mention of either human rights

or moral compromise. However, human rights have

received a great deal of attention by business ethicists

and, increasingly so, by business (see the Business

Leaders Initiative on Human Rights). Moral com-

promise has received much less attention from

either. This paper argues that, on certain occasions,

moral compromise may be defensible. This is not

intended to make moral life for businesses easier, but

to recognize the moral context and the structure of

the moral situations in which they operate.

In circumstances that fulfill what I (and others)

have referred to as ‘‘conditions of compromise,’’ a

reasonable actor standard may morally approve

actions that compromise important moral principles

and values. I have argued that Google’s situation

regarding operating in China fulfills these condi-

tions. That said, Google’s decision to filter the

Internet is only justified if it is based upon other

values and followed by other (mitigating) actions. In

short, this account argues that what Google did is

morally permitted, so long as it is accompanied by

these other actions that seek to mitigate and reverse

what it is presently doing. The paper does not argue

that what Google did was morally required.

Finally, this discussion reminds us that the broader

issue of moral compromise has not been sufficiently

examined by business ethicists. Instead, we are often

instructed as to how we ought to view important

moral issues, e.g., international bribery, but then told

that when individual managers face such issues, there

are no satisfactory solutions (see Donaldson and

Dunfee, 1999, p. 230). At this point, managers are

told that they should refer to the country’s back-

ground institutions, that companies should make a

point not only of speaking out against bribery,

and cooperate in doing so with other companies

(Donaldson and Dunfee, 1999, p. 230). However,

we are told little more after this point. Similarly, De

George has also spoken about the need to shift levels

to resolve certain problems (see De George, 1993).

These are excellent points. However, what does the

individual manager or business do while that shift is

taking place? In this conflicted, imperfect situation,

they need to know what to do and why? Much of

their actual life is spent there.

Such accounts leave the individual manager and

business without any moral guidance. How should

they act in an immoral and non-perfect world? More

importantly, how should they act in a world without

the appropriate support structures and moral behav-

ior of governments? The framework offered in this

article is an attempt to address this imperfect situa-

tion.43 Business ethicists need to spend more time

addressing the role of moral individuals and busi-

nesses in imperfect and immoral situations. If they do

so, they will have to consider the role of moral

compromise with greater attention than they have.44

Notes

1 See the UN Universal Declaration of Human

Rights, Article 19. See Amnesty International’s statement

‘‘Amnesty International Blasts…’’ July 21, 2006.
2 ‘‘Google response to Amnesty International…,’’

2006, p. 1.
3 Ibid. Elliot Schrage, Google’s VP for Global Com-

munications and Public Affairs, refers to ‘‘Don’t be

evil’’ as Google’s ‘‘mantra.’’ In the Google Code of

Conduct it is referred to as their ‘‘motto.’’
4. See Amnesty International’s statement ‘‘Amnesty

International Blasts…’’ July 21, 2006.
5 See the ‘‘Joint Investor Statement on Freedom of

Expression and the Internet’’ (Reporters Without Bor-

ders, 2006b). This document argues that Internet com-

panies have a particular responsibility in this domain to

protect freedom of expression as a universal human

right.Of course, given this situation of a company over

a town, it might be argued that it has become their

government and is no longer simply ‘‘private’’ but has

become a ‘‘public’’ body.
6 Recall the example above of a private company

that runs a town and, as such, would be a responsible

party regarding its citizens’ right to information.
7 This is not to say that they may not be engaged in

forms of censorship that are morally questionable for

other reasons than violating people’s right to informa-

tion. And, if such private organizations proclaim that

they do not censor their services, then they wrong

those who use them through their hypocrisy and the

misrepresented services they provide.
8 Human Rights Watch comments that ‘‘the cen-

sored Google.cn…still enables the Chinese user to
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access substantially more information on sensitive politi-

cal and religious subjects than its Chinese competitors’’

(Human Rights Watch, ‘‘Race to the Bottom,’’ 2006,

p. 5).
9 See UN Global Compact, n.d. The UN Global

Compact was founded in July, 2000 at the United

Nations. It offers businesses a framework by which to

align their ‘‘operations and strategies with ten univer-

sally accepted principles.’’
10 Ibid.
11 The UN Global Compact distinguishes three kinds

of complicity: direct, beneficial, and silent. Neither

beneficial nor silent complicity are relevant here. The

most relevant is direct complicity, but for reasons given

in the text, this too seems better replaced by ‘‘obedient

complicity.’’
12 The point here is morally (though not legally) simi-

lar, I believe, to Principle IV of the Nuremberg Princi-

ples that states: ‘‘The fact that a person acted pursuant

to order of his Government or of a superior does not

relieve him from responsibility under international law,

provided a moral choice was in fact possible to him.’’

(see ‘‘Principles of International Law…,’’ 1950, p. 2).
13 An anonymous reviewer suggested this point.
14 Because some lawmakers in the US believe that

Google and other Internet companies are wrongly

filtering the Internet, they have proposed the Global

Online Freedom Act of 2006 (Rep. Chris Smith). Part

of this bill would prevent ‘‘…companies from hosting

email servers or search engines within Internet-Restrict-

ing Countries, or establishing any kind of presence in

such countries that would make it liable to political

censorship…’’ (Smith, 2006).
15 It is not persuasive to deny Google’s complicity

by pointing out that Google offers a free service to

Chinese Internet users. The question does not regard

whether or not that service is paid for by its users, but

the nature of that service. In this case, it is in compli-

ance with the unjustified rules and laws of the Chinese

government.
16 I don’t consider here whether Google’s participa-

tion in this filtering activity might be said to lend the

Chinese government’s actions some cover or legitimacy.

Of course, Google could avoid this by refusing to filter

the Internet in China. However, the competitive costs

would be, supposedly, great in the long run.

Some argue that rather than lending the government

legitimacy, Google’s actions actually highlight the

Chinese government’s heavy-handed insecurity. I don’t

try to resolve this dispute here.
17 In fact, Google needs a theory of when censorship

is morally justified. Only then will it know whether the

requests it receives to filter the Internet are justified.

One part of that theory would be whether the govern-

ment of a country requesting that filtering is legitimate,

and whether that filtering is itself justified. Obviously,

these involve complex issues, only the second one of

which is (partially) discussed here.
18 Kuflik invokes the notion of judgments, ‘‘all things

considered,’’ in his essay (Kuflik, 1979). He then adds:

‘‘When an issue is in dispute there is more to be con-

sidered than the issue itself – for example, the impor-

tance of peace, the presumption against settling matters

by force, the intrinsic good of participating in a process

in which each side must hear the other side out and try

to see matters from the other’s point of view, the

extent to which the matter does admit reasonable differ-

ences of opinion, the significance of a settlement in

which each party feels assured of the other’s respect for

its own seriousness and sincerity in the matter’’ (Kuflik,

1979, p. 51). In discussing Google’s situation, other

considerations than these arise, but Kuflik’s comment

suggests the breadth of considerations that fall under an

‘‘all things considered’’ judgment.
19 See Bernard Williams comment: ‘‘many people can

recognize the thought that a certain course of action is,

indeed, the best thing to do on the whole in the cir-

cumstances, but that doing it involves doing something

wrong’’ (Williams, 1972, p. 93). See Walzer, 1973,

p. 160.
20 This is the nature of compromise discussed, by and

large, in the book Compromise in Ethics, Law, and Politics

(Pennock and Chapman, 1979). Still, this is not to say

that moral compromises might not have to take place

here!
21 Of course, some, such as Benditt, may consider

what Google has done, vis-a-vis the Chinese govern-

ment as simply a case of capitulation or of appeasement,

not of compromise (Benditt, 1979, p. 26). This occurs,

he contends, when only one party alters its position.

Since we don’t know to what extent the Chinese gov-

ernment has altered its position by allowing Google to

post an indication that filtered web pages have been

removed in accordance with Chinese law (Parr, 2006,

p. 86), it is not possible to speak to this sense of com-

promise in this case.
22 Rand comments: ‘‘There can be no compromise

on moral principle’’ (Rand, 1964, p. 70; italics

removed). ‘‘It is only in regard to concretes or particu-

lars, implementing a mutually agreed basic principle,

that one may compromise’’ (Rand, 1964, p. 68).
23 This objection must rest, seemingly, on the view

that our moral principles don’t conflict. Thus, for

example, such a view is captured in Donaldson’s ‘‘com-

patibility proviso,’’ according to which our basic princi-

ples cannot conflict (cf. Donaldson, 1989, pp. 77–80).
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24 Donaldson defended such a view in his ‘‘Compati-

bility proviso’’ in The Ethics of International Business,

cf. pp. 77–80. Shue, however, allows that rights may

conflict, though he contends that while basic rights may

require that we sacrifice non-basic rights, the reverse is

not the case (cf. Basic Rights, p. 19; Donaldson, 1989,

p. 78).
25 See Hampshire identifies ‘‘the doctrine of moral

harmony’’ as the view that ‘‘a morally competent and

clear-headed person has in principle the means to

resolve all moral problems as they present themselves,

and that he need not encounter irresoluble problems…’’

(Hampshire, 1983, p. 144).

In contrast, Hampshire claims that ‘‘…there must

always be moral conflicts which cannot, given the nat-

ure of morality, be resolved by any constant and gener-

ally acknowledged method of reasoning. My claim is

that morality has its sources in conflict, in the divided

soul and between contrary claims, and that there is no

rational path that leads from these conflicts to harmony

and to an assured solution, and other normal and natu-

ral conclusion’’ (Hampshire, 1983, pp. 151–152).
26 This is compatible, I believe, with Benjamin’s view.

‘‘I shall concentrate on moral compromise, by which I

mean compromise in the standard sense as it applies to

conflicts rooted in opposing ethical considerations’’

(Benjamin, 1990, p. 23). Cf. also Williams on life pro-

jects (Williams, 1985).
27 I draw these conditions from the work of Martin

Benjamin, Gregory Kavka, and Ronald Green. Situa-

tions involving compromise must be special in that we

do not want compromise of moral values to be the

answer to every difficult situation. Martin Benjamin

has argued that situations of compromise share four

characteristics: complexity; uncertainty; continuing,

cooperative relationships; and nondeferrable decisions

(Benjamin, 1990, pp. 26–32, 75, 164). Though I believe

this schema needs some modification, I draw on it to

discuss moral compromise in the text and the case of

Google. Benjamin refers to these conditions as providing

‘‘the motivation and the grounds for compromise solu-

tions’’ (Benjamin, 1990, p. 26). I see them as setting the

context in which the conflicts arise in which compro-

mise is a live option.
28 Sher also invokes the notion of complexity in his

account of moral compromise (Sher, 1981, p. 369).
29 This is not to say that Google has a right to exist in

the way that a human being might be said to have a

right to exist. If one business outcompetes another busi-

ness and, thereby, puts it out of existence, it has done

nothing wrong. If one person is better able to do cer-

tain things such that another person’s life is threatened,

they have done something wrong.

30 One might ask whether Google would have made

the same decision prior to having gone ‘‘public’’? I

assume it would have.
31 Ying Ma claims that what Congress has in fact

done is not that much different from what Google has

done (Ma, 2006).
32 The vulnerability at stake here need not be one in

which both parties must be both equally vulnerable as

Kavka has argued. Kavka suggests, as a condition that

justifies compromise, that ‘‘the parties in question must

be equal enough that each is vulnerable to destruction

by the others’’ (Kavka, 1983, p. 63). He is worried that

one is so large and powerful that it is not really threa-

tened (Kavka, 1983, p. 63). I do not believe that such a

condition is part of the circumstances of moral compro-

mise. Surely, if two parties are involved and one has

extraordinary powers and cannot be threatened, then

any compromise coming from its side is likely to be

remote. However, this does not mean that compromise

might still not be possible on behalf of both parties, and

certainly that compromise in the sense I discuss may

not be something the weaker of the two must under-

take.
33 Benjamin argues that, in some circumstances, with

Nazis, racists, sexists, or rapists, compromise should be

rejected out of hand (Benjamin, 1990, p. 125). I would

rather not identify people, however evil, as outside the

bounds of compromise. Rather, I would identify actions

or policies they undertake that are outside the bounds.

Thus, on some occasions, it might be necessary to com-

promise with a Nazi, but not over the creation of a

concentration camp.
34 Here, I draw on the work of Benjamin and Kavka.
35 Accordingly, certain values structure, guide, and

help to assess the exercise of judgment in the circum-

stances of compromise (Benjamin, 1990, p. 121). Benja-

min contends that the principal values are individual

integrity, overall utility (including social utility), and

equal respect (p. 123). We must ask whether a particu-

lar compromise affects the overall good. I offer a

related, though somewhat different, account.
36 Though morality is often seen as pitted against

non-moral, self-interested, customary, etc. factors, it is

better to see it as part of how individuals develop

flourishing lives and businesses become excellent enter-

prises. As such, morality is a complex institution that

involves conflicting moral demands which are such

that to follow one or the other might result in signifi-

cant practical and prudential costs on a person or

organization.
37 See Hobbes’ comment that ‘‘no man is bound

to…make himself a prey to others, and procure his own

certain ruine’’ (cited by Kavka, 1983, p. 62).
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38 In some cases, regret or guilt may be appropriate if

one cannot do anything to modify or reduce extremely

harmful results of unavoidable moral compromises (see

Walzer, 1973).
39 Without this, a person using the Internet may have

the impression that his/her search is completely free,

even though it is not. Tim Wu notes that the Chinese

are attempting ‘‘…to make filtering a basic fact of the

Web. And filtering a tool like a search engine has the

benefit of subtlety, because to most people, searches

will feel free even when they’re not. How many of us

can tell when something goes missing in a Google

result’’? (Wu, 2005, p. 1).
40 See Amnesty International, 2006, p. 24. See also

‘‘Freedom of Expression, Speech and the Press,’’ Con-

gressional Executive Commission on China, 2006.
41 Human Rights Watch refers to the development of

such a code (Human Rights Watch, 2006, p. 4). More

recently, there have been news accounts of ongoing

efforts to create such a code.
42 It might be objected that an important, and unac-

ceptable, implication of the preceding ethical frame-

work is that it would permit Google (and other

businesses) to bribe Chinese officials. In fact, wouldn’t

this framework permit people and businesses that are

under considerable pressure to act in immoral ways and

thereby excuse them?

There are three parts to my answer. First, the frame-

work offered in this article does not mean that what a

business would do in such cases is right in itself. As is

the case with the filtering Google is doing in China,

bribery is wrong. It should be avoided. There remains

moral pressure on any person or business to avoid such

actions. Second, the preceding recognizes, what we

know to be the case, that when people and organiza-

tions are in difficult situations, this may justifiably affect

what they do. The danger is that they come to accept

what they do as the status quo. The view I offer does

not offer them that escape. Finally, in the case of brib-

ery, there are legal and moral authorities who can, and

are, effectively attacking this issue. As such, it would

seem unjustified to compromise on that moral issue.
43 If, indeed, these other groups and governments

seek to have businesses operate on strict moral

requirements without being prepared to foster the

conditions in which action on those requirements is

possible or reasonable, then those making these de-

mands are themselves being hypocritical and are part

of the problem.
44 This article has benefited a great deal from the

helpful comments of two anonymous reviewers. I thank

them for their comments and suggestions.
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