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1  Introduction

The possibilities that AR technology offers for superimpos-
ing digital information on the users’ view of the real world 
have been already exploited in several areas such as educa-
tion [18], medicine [13] or entertainment [23]. During the 
last few years, AR technology has become more accurate 
and has reduced the latency produced by the image pro-
cessing improving greatly the immersion of the user in the 
augmented world. Also, AR glasses are now available for 
the general public increasing the possibilities of a broader 
adoption of this technology.

According to Azuma [2], the users of an ideal AR system 
should have the impression that the real and virtual objects 
coexist in the same space. However, most AR applications 
are still far from providing this type of experience, failing 
to achieve a seamless integration between the elements of 
the real and virtual environments. The computer-generated 
images usually overlap the vision of the user. Although this 
approach might be adequate in certain cases, for example 
when augmenting a real object with additional information, 
the results obtained for AR games or AR reconstructions of 
historical sites might not be satisfactory.

In addition, the design and implementation of AR expe-
riences are still beyond the reach of non-expert users. We 
believe that the full potential of this technology will only 
be revealed when end-users adopt it and start creating their 
own AR artefacts. Although tools like Wikitude [28] and 
ATOMIC [1] have contributed to simplify the process of 
augmenting objects or environments with digital informa-
tion, the AR experiences obtained lack the realism Azuma 
advocated.

Following these ideas, the final goal of this work is to 
put in the hands of end-users, who might lack the techno-
logical expertise, the tools to design and develop realistic 
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AR experiences, thereby reducing or eliminating the need 
of technical assistance during the process. As a first step 
towards this goal, we present a technique for implement-
ing interactive and realistic AR experiences. The proposed 
approach combines the use of model-based AR techniques 
with the benefits that current game engines offer for the 
design and management of 3D virtual environments. To 
evaluate the feasibility of the proposed approach, the level 
of realism of the AR experiences produced and also to know 
first-hand the difficulties of implementing them AR experi-
ence with the features advocated by Azuma, we developed 
two crowd-controlled AR games using an existing game 
engine, the GREP Platform. The games were tested in an 
experience carried out in the auditorium of the University 
Carlos III of Madrid in which more than 100 people played 
them simultaneously.

The rest of the paper is structured as follows. In the fol-
lowing section, some related works are presented. Next, the 
proposed approach for designing realistic and interactive 
AR experiences is introduced. Then, we present a system 
prototype that extends the capabilities of a game engine to 
support the creation of AR experiences. Finally, the evalu-
ation carried out to assess the effectiveness of the approach 
is described and the results discussed. At the end of the 
paper, some conclusions and suggestions for future work 
are outlined.

2 � Related work

A variety of techniques have been proposed to enhance 
the realism of AR experiences. Among them, the problem 
of occlusion has been thoroughly examined in previous 
research [4, 11, 12, 14], as occlusion errors greatly con-
tribute to destroy the feeling that the AR objects coexist 
in the real world [22]. The problem arises because AR 
objects should appear as partially or totally hidden behind 
real objects when these block the line-of-sight between the 
observer and the AR object. The implementation of occlu-
sion effects requires a mechanism for detecting when occlu-
sions occur and an appropriate rendering of the images so 
that the hidden parts of the AR objects are not displayed.

It is necessary to note here that the solution to the prob-
lem might be different depending on the type of AR display 
system used such as see-through and video [24]. In any case, 
most solutions are based either in the use of depth maps 
[4], 3D models of the environments [4] or contour models 
[3]. Depth maps assign a distance value to each pixel of the 
image and can be automatically produced using depth cam-
eras or stereo cameras. This information allows the software 
to determine if the virtual object is in front of or behind a 
real one, not requiring any prior preparation of the environ-
ment for detecting occlusions. Nevertheless, this technique 

is not adequate for augmenting big spaces, as the scope of 
depth cameras is limited and the precision of stereo cameras 
rapidly decreases for large distances. This problem can be 
overcome using model-based occlusion techniques [4, 11, 
14], which make use of a 3D model of the real environment 
to determine which virtual elements should be occluded. 
In this case, the disadvantage is that it is necessary to cre-
ate the model and align it with the real objects before the 
experience. Finally, it is also possible to implement occlu-
sion effects using the contours of the objects in the environ-
ment [3]. Despite the fact that this option does not require to 
design a whole model of the scenario to augment, it is still 
necessary to indicate for each contour which other contours 
are behind and in front of it.

The realism of the experience would also decrease if the 
AR objects move around the environment, colliding with 
real bodies. This problem is similar to the one posed by the 
occlusion effect: to detect a collision, it is necessary to first 
identify the contour of the object in the real world and to 
determine its distance to the virtual object. As in the previ-
ous case, most solutions to the problem make use of depth 
maps or virtual models of the environments [4]. However, 
in this case, depth maps perform worse than virtual models, 
as they do not allow the viewer to identify the collisions that 
are occluded by real objects.

A third issue, to give the user the impression that virtual 
and real objects coexist in the same space, is that the former 
should experience the effects of gravity. For example, if a 
virtual object is dropped from a height, it should fall until it 
strikes the floor or a horizontal surface, describing a trajec-
tory analogous to the one a similar real object would follow. 
The authors of [21] propose a solution to the problem for 
hand-held AR devices, such as smartphones, which make 
use of the inertial sensors in the instrument, such as its accel-
erometers, to compute the gravity vector to apply.

Shadows and lighting play an important role in the real-
ism of the experience [15, 27]. AR objects should reflect 
the light and produce shadows in the same way as the real 
objects placed in the augmented environment. In [27], the 
authors propose a method to estimate illumination condi-
tions of an image based on the shading and shadows it casts. 
Once the illuminant directions are obtained synthetic, AR 
objects are rendered with the correct illumination effects. 
The augmentation of outdoor scenes poses additional chal-
lenges to the ones of indoor settings due to the higher num-
ber of parameters that might reduce the verisimilitude of 
the integration of the virtual objects in the real world [19]. 
For example, to achieve a realistic illumination, the designer 
might need to consider not only the position and insensitive 
of the sun or any other light source, but also the colour of 
the sky and its illuminance [16]. In addition, the realism 
can also decrease if the virtual objects do not behave and 
respond to the atmospheric conditions in the way the real 
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objects do. The AR systems presented in [17, 26] are able 
to represent and simulate the effect of the wind flow in the 
virtual objects in a scene.

Finally, the sound can also help to produce a cohesive 
integration of the virtual and real elements. Not only can it 
be expected that the virtual objects would produce sound in 
the same way as the real counterparts, but it has also been 
demonstrated that the use of spatial sound in AR experiences 
contributes to the perception of depth and position [25, 30].

All the works mentioned previously aim to enhance the 
realism of the AR experience by modifying the character-
istics and properties of the virtual objects in the scene. The 
authors of [6, 9, 10] approach the problem from another 
perspective. In these cases, the objective is to modify and 
adjust the users’ view of the real environment in order to 
produce the sensation that this responds realistically to the 
presence or actions performed by the virtual elements in the 
scene. On the one hand, in [9, 10], stylization algorithms are 
applied to modify the image captured by the camera to give 
the real objects a visual appearance similar to the virtual 
ones. In this specific case, it might be arguable to say that 
the result obtained is realistic. In any case, the coherence of 
the AR scene produced is greatly enhanced, making it dif-
ficult for the viewer to distinguish between real and virtual 
objects. On the other hand, image analysis algorithms are 
used in [6] to generate physically plausible animations of 
objects in the video captured by the camera. This can be 
used to give the viewer the impression that objects vibrate 
or are deformed responding to forces or actions carried out 
by the virtual elements.

Table  1 summarizes the different realistic effects 
reviewed and the proposed solutions. As shown in the 
table, the realism of an AR experience can be enhanced 
by implementing many different types of effects. How-
ever, the solutions currently proposed only address one 
or two specific features. What is needed is a more gen-
eral approach to allow the designer of the AR experience 
to choose among a variety of effects and to use them in 

combination to achieve a seamless integration of virtual 
elements in a real scene. The work of this paper is focused 
on covering the realistic effects of Occlusion, Collision, 
Gravity, Light Reflection, Shadows, Wind and Sound.

3 � Approach

The main goal of this work is to support the design and 
implementation of realistic and interactive AR experi-
ences. Following this aim, we propose to combine AR 
model-based techniques with the possibilities that current 
game engines offer for implementing interactive three-
dimensional virtual spaces. This type of software provides 
different components for supporting the design of realistic 
virtual scenes, such as physics engines, collision detection, 
textures, lighting and shading. Furthermore, they also sup-
ply the means for specifying the way the virtual elements 
should behave and react to the users’ commands as well as 
the state of the other elements of the scene. Therefore, we 
propose to set up the AR scenes as virtual scenes that take 
place in a three-dimensional virtual replica of the envi-
ronment to augment. This replica should be aligned with 
the users’ vision of the environment, so that the virtual 
elements will appear as superimposed to the correspond-
ing elements in the real world. Once the two worlds are 
aligned, the background virtual elements, such as floors 
or walls, will be made invisible. As a result, the remain-
ing virtual elements will appear as integrated into the real 
world. For example, the further they are, the smaller they 
would look in the users’ view. In the same way, as the 
virtual background elements are invisible and aligned 
with real objects, when a virtual object collides or passes 
behind one of them, the user will be given the impression 
that it bumps into or is hidden behind the corresponding 
real one, respectively. The tasks required to create AR 

Table 1   Summary of techniques and realistic effects

Techniques Effects

Occlusion Collision Gravity Light reflection Shadows Wind Reality adjustment Sounds

Model-based [4] [4]
Depth maps [4] [4]
Contour model [3]
Inertial sensor [21]
Light estimation [15, 27] [15, 27]
simulation of forces [4] [17, 26]
Stylization algorithms [9, 10]
Physical modelling [6]
Spatial sound modelling [25, 30]
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experiences following this approach can be organized in 
four different groups:

•	 Environment modelling Which results in the definition of 
a 3D replica of the environment to augment;

•	 AR scene composition Which includes the alignment of 
the 3D replica with the users’ view of the environment 
that represents and the definition the main elements of 
the scene;

•	 Simulation of the environmental conditions In which the 
AR scene is enhanced with realistic effects to resemble 
the illumination and atmosphere of the real setting;

•	 Definition of the scene animation and user interactions In 
which the virtual objects are animated and the rules that 
govern the interaction of between them and the users are 
specified.

At the end of this section, Table 2 shows a summary of the 
tasks that includes recommendations and suggestions.

3.1 � Environment modelling

The first step in the definition of the AR experience is to 
build a 3D replica of the space to augment. The 3D recon-
struction is a well-studied area of research in computer 
vision. Different authors have proposed techniques for 
acquiring the 3D input data using laser range scanner [5], 
depth cameras [8], SLAM (Simultaneous Localisation 
and Mapping) systems [7], etc. However, the selection for 
environment modelling way must keep in mind that it will 
be able to be carried out by end-users. As commented in 
Sect. 1, this paper is focused on presenting a technique for 
implementing interactive and realistic AR experiences as a 
previous step to empower end-users to create their own AR 
experiences. Therefore, it is necessary to provide them with 
the means to carry out the modelling process by themselves. 
Ideally, these means should support the modelling of a wide 
range of environments, either indoor or outdoor. At the same 
time, they should not require a high level of expertise to be 
used, or to rely on too specific or expensive instruments that 
the user might not find available. These requirements dis-
card, for example, the use of depth or stereo cameras as they 
are not adequate to be used in large-size buildings, as the 
elements at the back end might be impossible to distinguish.

Following these ideas, we tested three different 
approaches for capturing 3D models of environments:

•	 Modelling using SLAM systems Although these sys-
tems are normally used for building maps of unknown 
environments, it is possible to use them for creating 3D 
reconstructions of objects or environments, moving the 
camera or capturing device around the space to model 
[7]. The main advantage of this approach is that the 

modelling process can be carried out semi-automat-
ically. However, the accuracy of the model produced 
depends greatly on the characteristics of the environ-
ment. Better results are obtained for small settings than 
for large ones, outdoor locations or places lacking dis-
tinctive features that the software can recognize and use 
as landmarks. Furthermore, the whole environment is 
modelled as one single shape. This would make neces-
sary to split up the 3D model obtained in different parts 
or blocks, so that later on we can specify which of them 
produce occlusion or transparency.

•	 Modelling using the information in a building plan or a 
map Another possibility is to design a 3D replica of the 
space to augment using the dimensions and distances 
provided by a building plan. The main advantage of this 
method is that it does not require to use special cameras 
and devices. Once the model is produced, the scale at 
which it should be displayed in the augmented scene 
can be determined by measuring the distance from the 
AR viewer to the closer element of the environment 
represented virtually. We tested this approach model-
ling environments of different sizes, and the results 
obtained were satisfactory. Nonetheless, the process 
was too tedious and complex to be carried out by users 
who might lack expertise in modelling. Moreover, the 
process also depends on the availability of plans of the 
environment to augment.

•	 Modelling the environment in the virtual space The 3D 
model can be built directly in the virtual space, arrang-
ing blocks that represent the paths the virtual characters 
could walk through, the objects they could collide with 
and the elements that could produce occlusion. To help 
the designer align the blocks with the corresponding 
parts of the real setting, an image of the environment 
can be projected behind the virtual model. Using this 
image as a reference, the designer can place and modify 
the blocks until they overlap correctly in the image of 
the corresponding element of the environment. The main 
advantage of this approach is that the model produced is 
already scaled and aligned with the image of the environ-
ment to augment. Furthermore, as the model is composed 
of a collection of blocks, their properties can be specified 
separately.

The pictures of Fig. 1 illustrate the procedure followed for 
modelling an environment as a collection of 3D blocks. 
The left picture of Fig. 1 depicts a picture of a setting that 
includes indoor and outdoor areas separated by a window. 
The right picture of Fig. 1 shows the model prepared for 
augmenting the scene. In this picture, the blocks used to 
represent the different parts of the setting are depicted with 
different colours to facilitate differentiation. As shown in the 
picture, the indoor area has been modelled using two blocks 
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to represent the table and the napkins holder. For the outdoor 
area, two blocks model the two levels of the floor, 5 blocks 
more to represent the columns and a last one for the window.

3.2 � AR scene composition

Once the virtual replica of the setting to augment has been 
modelled, the next step is to define an AR scene based on 
it. As previously explained, to support realistic AR expe-
riences, the virtual elements should be aligned with the 
elements of the real world that represent. In addition, it is 
necessary to specify which parts of the 3D model of the 
environment will produce occlusions, semi-transparencies 
as well as the ones that the virtual elements can collide with. 
The AR scene can be composed as a VR scene that contains 
the following elements:

•	 A background video of the environment to augment pro-
jected on a pane in the back of the virtual world;

•	 A virtual camera positioned to capture the scene with the 
same field of view than the video camera that captures 
the video of the real world;

•	 The virtual model of the environment to augment placed 
between the virtual camera and the background video 
pane. The scale and position of the model should be 
adjusted so that when looking from the position of the 
virtual camera to the background video, the model over-
laps the images of the real objects that it replicates.

Once the main elements of the AR are correctly positioned 
and aligned, the virtual objects and characters to augment 
the real world should be placed in the virtual model at the 
position they would occupy in the real setting. The next 
step is to modify the textures of the different parts of the 
model of the environment to make them invisible to the AR 
viewer. This will make the virtual objects appear overlaying 
the background video, at a position, height and size that will 
support the sense of perspective and the feeling that they are 

part of the real world. The textures to apply to the elements 
of the environment model will depend on the type of the part 
of the real world they represent and its position from the AR 
viewers’ point of view. For example:

•	 Non-occluding parts The parts of the model that repre-
sent floors, paths, walls at the sides or the back of the 
scene and, in general, any part of the model behind which 
the virtual objects cannot be hidden can be made disap-
pear using an invisible texture.

•	 Occluding parts The parts of the model that produce 
occlusion can be made invisible using a texture display-
ing the portion of the background video that is hidden 
by their shape. This will cause the parts of the virtual 
objects behind them to not be displayed in the final video 
of the AR scene.

•	 Semi-transparent parts The translucent effect produced 
by the parts of the model that represent glasses or semi-
transparent surfaces can be achieved applying them fil-
ters that modify the colour or deform the objects behind 
them.

Finally, it is necessary to specify the parts of the environ-
ment model that the virtual objects can collide with. In most 
game engines, collision detection is supported by an invis-
ible component attached to the 3D models named collider. 
The physics engine detects when two colliders contact and 
trigger the corresponding collision effect. Therefore, colli-
sions in the AR scene can be implemented just by adding 
or activating colliders for the parts of the model that the 
virtual objects can hit with. As these models are invisible 
to the AR viewer, it will have the impression the virtual 
objects are colliding with the real elements displayed in the 
background video.

Figures 2 and 3 illustrate an AR Scene composed for the 
example introduced in the previous section. The left picture 
in Fig. 2 shows the way the camera and video-background 
pane were organized to keep the model aligned with the view 

Fig. 1   Example of the modelling of an environment using 3D blocks
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of the real world. The right picture in Fig. 2 depicts the way 
the scene looks in the virtual world after placing the virtual 
objects and making the model of the environment disappear. 
In this case, the virtual objects used to augment the scene 
were a cup of coffee, a dog and a tree in the back of the 
scene. As shown in the picture, the floors and the table were 
made invisible, whereas the columns were assigned with a 
video texture to produce the occlusion effect. Figure 3 illus-
trates the final view from the perspective of the AR viewer 
of the augmented scene.

3.3 � Simulation of the environmental conditions

As previously stated, the realism of the AR scene can be 
enhanced by simulating in the virtual world the illumination 
and atmosphere conditions. Current game engines provide 
several components and camera-effects for creating realistic 
atmospheres in virtual scenarios, including light sources, 
wind simulators, gravity settings or spatial sound, among 
others:

•	 Virtual torches Light and shade effects can be imple-
mented by adding and orienting virtual torches to the 
initial AR scene. Modifying the position, orientation and 
intensity of the torches, the designer can introduce ambi-
ence and direct light effects to adjust the final colour of 
the virtual objects and their shades.

•	 Wind sources The designer can also take advantage of the 
wind simulators provided by current engines. By adding 
wind zones to the scene and adjusting their force and 
orientation, it is possible to reproduce the subtle effect of 
the wind in cloths, trees and the virtual objects that the 
physics engine can animate automatically.

•	 Gravity Current physics engines can also reproduce the 
effects of the gravity in the objects in the scene, so they 
fall in the direction of the ground or slip down a ramp. 
The designer can choose to activate or not this effect for 
each virtual object in the augmented scenario.

•	 Spatial sound Audio clips can be attached to the virtual 
objects so they produce sound as their real counterparts. 
The volume of the audio will be different the further or 
closer they are from the virtual camera that represents the 
AR viewer.

Fig. 2   Example of an AR scene composition

Fig. 3   View of the augmented 
scene from the perspective of 
the AR viewer
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Figure 4 illustrates the enhancement of the previous AR 
scene composition with some effects for simulating the 
environmental conditions. As shown in the picture on the 
left-hand side, a virtual torch representing the sun has been 
added to the top of the virtual world. The orientation and 
intensity were adjusted until the shadow of the tree and the 
dog matched the direction of the shadows of the real ele-
ments in the scene. A wind source has also been added at the 
back of the scene to softly shake the branches of the virtual 
tree. The final view of the augmented scene is shown on the 
picture of the right-hand side.

3.4 � Scene animation and user interaction

Current game engines provide sophisticated animation sys-
tems to control and sequence animations that represent the 
actions and states of the characters in the games. Making 
use of these systems, it is possible to animate AR scenes to 
enhance their realism or create interactive experiences. This 
process consists of two major tasks:

•	 Definition of the set of animation clips for representing 
the different states of the virtual objects in the scene;

•	 Specification of the logic that drives the activation of the 
animation clips.

Game engines support this second task by allowing the 
designer to define state machines that control when to acti-
vate an animation, repeat it, stop it or switch from one to 
another. Based on the type of conditions used to activate 
the transitions between the objects, it is possible to specify:

•	 Non-interactive animated AR scenes In which the anima-
tions are automatically activated without user interven-
tion. Enhancing an AR scene with non-interactive anima-
tions can help to improve the realism of the scene. For 
example, a representation of a virtual dog will be more 
realistic if it moves his tail periodically;

•	 Interactive AR scenes In which the users control one or 
more virtual objects in the scene. In this case, it is neces-
sary to provide the designer with the means for defining 
an adequate interaction style for the users to introduce the 
control commands in system. For example, speech recog-
nition and hand gestures are frequently used in wearable 
AR systems [20]. In this case, the designer should be able 
to specify the commands and gestures that the system 
should recognize and to link them with transitions of 
characters animation state machines.

Figure 5 depicts a picture taken after animating the example 
AR scene described in the previous section. In this case, we 
defined four animations for representing the dog walking 
and one more for the idle state, which the user could activate 
using a gamepad.

4 � AR engine prototype implementation

To evaluate the feasibility of the proposed approach, we 
extended a game platform named GREP (Game Rules scE-
nario Platform) [29] with a module to support AR expe-
riences. The GREP platform aims to empower non-expert 
users to create 3D digital games by themselves, minimizing 

Fig. 4   Example of environmental conditions simulation in an AR scene

Fig. 5   Example of final AR scene
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dependence on technical assistance in the process. GREP 
has a special focus on serious and educational games and has 
been developed using the Unity engine. The AR module (AR 
GREP) expands the GREP functionalities to support play-
ing AR games in scenes specified following the approach 
described in the previous section. In the next sections, we 
briefly introduce the GREP system and describe the imple-
mentation of the AR module.

4.1 � GREP

The GREP system provides a set of tools to allow the rapid 
definition of digital games designs, which can be exported 
as XML files and interpreted and processed to generate 3D 
games. More specifically, it provides two core applications: 
the GREP Editor, which supports the design of the game 
scenes and the definition of the game rules, and the GREP 
Player, which allows the players to retrieve game design 
files and generates a 3D virtual environment to play them.

The GREP Editor includes a graphical interface tool 
that allows the designer to create static scenes by adding, 
modifying or removing graphical resources retrieved from 
different repositories of assets. The user can start defining 
the scene from scratch, specifying its size, floor texture and 
background elements. Alternatively, he or she can select 
pre-defined environment models from the ones available in 

the platform resources repository. These can define a whole 
dungeon or a farm that the user can enrich and modify add-
ing new elements to it. When the definition of the scene is 
completed, the user can start describing actions and behav-
iours for the elements and characters in the scene and rules 
of games to be played. To speed up the game definition pro-
cess, the tool allows to describe them as combinations of 
more simple games that can be played simultaneously or in 
sequence at each different game stage. When the definition 
of the scene and the game is completed, the design can be 
exported as an XML file.

The GREP Player is a game engine able to process 
descriptions of digital games specified using the GREP Edi-
tor and to generate 3D games based on them. Firstly, the 
player reconstructs the scenes described in the XML files 
of the game, retrieving from the platform repositories the 
resources referenced in them and instantiating them at the 
positions, size and orientations requested. Once the virtual 
scene is reconstructed, the player processes the part of the 
file containing the game rules definition, configuring and 
activating an appropriate set of animations and controls to 
implement them.

Table 2   Summary of tasks

Stage Task

Environment modelling Objective: to create a three-dimensional virtual model of environment to augment
Recommendations/suggestions: small places can be modelled using SLAM systems, whereas bigger areas can be 

sketched using 3D blocks that represent its main elements
AR scene composition Objective: to align the 3D replica with the user’s view of the environment that represents and to define of the main 

elements of the scene
Recommendations/suggestions: the scene can be composed using a background video of the environment to aug-

ment projected on a pane in the back of the model of the virtual world. The scale and position of the model should 
be adjusted so that when looking from the position of the virtual camera to the background video, the model 
overlaps the images of the real objects that it replicates. Next, the texture of the elements of the model should be 
modified to make them invisible to the AR viewer, applying invisible texture to the non-occluding parts, a texture 
displaying the portion of the background video that is hidden by their shape to the occluding parts and adding to 
it colour filters to the translucent parts. Finally, colliders should be added to the parts of the model the objects can 
impact with

Simulation of environmen-
tal conditions

Objective: to enhance the realism of the scene by simulating in the virtual world the illumination and atmosphere 
conditions of the real setting

Recommendations/suggestions: take advantage of the components provided by the game engines to design realistic 
virtual scenes, as virtual torches, wind sources or physics engines. Audio clips can be attached to the virtual 
objects so they produce sound as their real counterparts

Animation and interaction Objective: to define the ways in which the users will interact with the elements in the scene and how these behave 
and react to the users’ actions

Recommendations/suggestions: link the virtual objects in the scene with animation clips for representing their 
different states. When specifying the logic that drives the activation of the clips, include some periodic automatic 
activations for some of them, to improve the realism of the scene. Design and implement different types of inter-
action styles for introducing the control commands, so that the different preferences of the users can be accom-
modated
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4.2 � AR GREP

The new AR module developed for the GREP platform 
allows playing AR games created using the GREP Editors 
and a 3D model of the environment to augment. The players 
of the AR games visualize the game action as displayed on 
top of a video of the real world captured by a camera posi-
tioned in a fixed location. The characters and objects in the 
games move and interact in an invisible virtual 3D replica 
of the environment currently displayed in the video, giving 
the players the impression that they are integrated into the 
real world.

Following the approach described in the previous section, 
AR GREP supports this type of experiences using a special 
type of VR scene (AR Scene) that includes a fixed virtual 
camera and a background pane to render the video captured 
by the camera of the computer or device that runs the sys-
tem. The distance of the pane to the camera is specified in 
the game description contained in the XML files. These also 
include a reference to a new type of pre-defined environment 
model that when instantiated at the corresponding position 
between the camera and the background pane produces the 
overlapping effect. This new type of model is composed of a 
set of 3D blocks, each of which includes a properties section 
specifying its level of transparency and occlusion. The AR 
GREP model processes this information for each block in the 
model and selects the appropriate texture to apply to produce 
the desired effect. Finally, to support the recreation of the 
ambience of the real setting, the AR GREP can interpret tags 
in the game XML files specifying the position, orientation 
and intensity of virtual torches, wind boxes and the activa-
tion of the gravity force for each virtual object in the scene. 
The definition of the latter has been enriched to include not 
only the animations used to represent their states but also 
audio clips to play when these are activated.

Currently, the AR GREP Editors do not provide support 
for designing the 3D models to represent the environment. 
This process needs to be carried out using the Unity editor, 
adding and modifying blocks directly in the AR scene, fol-
lowing the approach described in Sect. 3.2. To support this 
process, the platforms asset repositories provide a new type 
of 3D block model that includes a script with the proper-
ties of the block to specify. Once the model is built, the 
designer adds it to the platform repositories as a new type 
of pre-defined environment, so that it can later be retrieved 
and used in the GREP Editors. At present, the position of the 
background pane and the distance to the camera required to 
overlap the 3D model to the video should be directly speci-
fied by the designer in the XML file. The ambient elements 
should also be included in the XML files manually.

5 � Evaluation

The aim of the evaluation was to test the level of realism of 
the AR experiences implemented using the approach in a 
real setting. With this objective, two AR games were devel-
oped for the AR GREP Player. The games were played in 
the auditorium of the University Carlos III of Madrid, in 
the context of an event organized as part of the European 
Researchers Night. This was an open event, so the audience 
was composed of not only university staff and students, but 
also people of all ages with an interest in science. In total 
232 people attended that night. The game activity took place 
in the auditorium itself, with the characters moving along 
its corridors and around the audience. To merge the game 
elements and the real world, a camera was placed in the cen-
tre of the auditorium stage, looking at the audience stands. 
The image captured by the camera was processed by the AR 
GREP module, which added to it the virtual representations 
of the game. Participants watched the video projected on a 
large screen placed on the stage in front of them.

The implementation of the games required modelling 
the auditorium stands, which has a capacity of 1052 seats. 
The seating area is 29 m wide and 24 m long, and it slopes 
obliquely downward towards the stage. The rows of seats 
are divided into 5 blocks separated by two aisles that cross 
the auditorium horizontally and another five aisle stairs that 
cross it vertically. The modelling process was carried out fol-
lowing the approach described in the previous section. First 
of all, a picture was taken with a camera from the centre of 
stage looking at the stands of the public. This image was 
rendered in the background pane of the AR scene of the AR 
GREP module, while the virtual camera was positioned and 
orientated so that its field of view captured the image. Once 
the reference image and the camera were configured, we 
started modelling the corridors and the stairs. For this part 
of the model, we required nine blocks that were connected 
with each other replicating the paths the virtual characters 
could follow. Next, the tilt of the stairs was adjusted until 
each block perfectly overlapped in the background video the 
corresponding real element it represented. To prevent the 
characters from falling out of the scene, walls were added at 
the sides and ends of the corridor, delimiting all the paths. 
Finally, a last set of blocks was added to the scene on top of 
those paths partially hidden by walls and rows of seats. In 
total, we used 28 blocks to model the auditorium.

Once the model was finished, the properties of the blocks 
were specified. The ones used to represent the floor and the 
paths borders were made transparent and had a collision 
property, while the ones that hide parts of the paths were 
assigned occlusion. For this experience, it was not neces-
sary to apply semi-transparency. At the end of this process, 
the auditorium model was exported as a Unity prefab and 
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stored in the GREP platforms repository as a pre-defined 
environment.

In order to involve all the audience in the experience, 
we designed two crowd-controlled games to play with the 
auditorium model created. The games required to organ-
ize the audience in two teams, each of which would con-
trol a different game character in real time. The partici-
pants would use their mobile phones to vote for the next 
movement of their character, and the one that obtained 
most votes per second was executed. In the first game, the 
characters had to collect some coins scattered around the 
passages of the auditorium. The one who collected more 
coins before the time limit expired won the game. In the 
second game, each of the characters played the role of 
prey and predator, respectively, so that the predator had 
to capture the prey before the time limit expired. Both 
games required the audience to coordinate their choices 
about the next movement they wanted the character to per-
form. The design and implementation of the games were 
carried out for the most part in the AR GREP Editors. 
The game scenes were created adding to the model of the 
auditorium the coins and the characters required for the 
games. In addition, virtual torches were added at the top 
of the virtual world, oriented to the virtual model in the 
same way as the ones placed in the real auditorium. As the 
auditorium was an indoor space, we did not require to use 
wind boxes, and the direction and force of the gravity vec-
tor were not changed. Once the scenes were completed, the 
rules that govern the action of the games were described, 
and the final design exported as GREP XML files. Finally, 
we implemented a web application for collecting the votes 
from the audience and added a new communication mod-
ule to the GREP Player to be able to control the characters 
movement with the results of the voting process. Figure 6 
depicts the final architecture of the system.

Figures 7 and 8 depict two screenshots taken during the 
plays of the first and second game, respectively. As shown 
in the pictures, on the top left and right side of the screen, 
two panels displayed the movement votes received from the 
audience teams in the last second, whereas the time was 
displayed on the top centre. The games were played by more 
than a hundred people simultaneously. More specifically, 

Fig. 6   Architecture of the system

Fig. 7   Screenshot of AR collecting coins game

Fig. 8   Screenshot of AR prey–predator game
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the log information revealed that 121 different devices con-
nected to the system during the experience. The average 
number of movement votes sent per device during the two 
games was 235.7.

6 � Discussion

The games provided perspective, occlusion, light, shadows, 
collision and gravity effects so the grade of realism obtained 
in the experience was quite high and the integration between 
the elements of the virtual and real world was carried out 
seamlessly. Table 3 illustrates the way the effects imple-
mented looked during the play with different screenshots. 
As shown in the pictures, as the characters moved along 
the auditorium corridors, they looked partially occluded by 
the audience stands and walls each time they passed behind 
some of them. They also looked smaller the further in the 
room they went, and they projected shades as they would 
have done if really being there. As previously mentioned, 
in this experience, we did not use effects of wind, semi-
transparent surfaces or spatial sounds. In any case, these 
effects have been already implemented in the current ver-
sion of AR GREP, and it would have been easy to integrate 
them into the AR scene if necessary. In fact, one of the main 
advantages of the approach is that once an initial static AR 
scene is prepared, it is very easy to add or remove the other 
effects to it. This could support the designer in testing differ-
ent configurations for maximizing the realism of the scene, 
or adapting the ambient elements to the current atmosphere 
of the real setting.

With regard to the limitations of the approach, it is neces-
sary to note that, as any other AR video see-through system, 
the realism of the experience can be compromised by any 
delay from capturing the video to displaying the AR image 
on screen. For this specific experience, and due to the large 
dimensions of the auditorium, we required to use an exter-
nal camera that could record video at a wide angle. The 
transference of the data from this external device to the AR 
system caused a perceptible lag in the initial configuration 
of the system that can be eliminated using a USB capturer 
that does not compress the video signal. In addition, the use 
of the system is currently restricted to experiences in which 
the position of the camera in the real world is kept fixed. In 
order to maintain the alignment between the virtual and real 
elements, the viewpoint of the camera should be the same as 
the one used for building the model of the environment and 
setting up the position of the camera and background pane 
in the AR scene.

Although the goal of this paper is mainly focused on ana-
lyzing the feasibility of the approach and realistic degree 
of experience, it should be highlighted that the game was 
played by about 52.2% of the people. Unfortunately, it is not 

Table 3   Realistic effects
Perspective

rehtruFraeN
Occlusion

Occluded Non Occluded
Light

Low Intensity High Intensity
Shadows

Collision

Gravity

Affected Non Affected
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possible to infer what age range had the greatest participa-
tion or getting user opinions. Therefore, evaluations focused 
on these purposes should be done in future experiments.

7 � Conclusions and future work

We presented an approach for implementing realistic and 
interactive AR experiences that combines the use of model-
based AR techniques with the benefits that current game 
engines offer for the design and management of 3D virtual 
environments. To support the evaluation of the feasibility of 
the proposed approach and the realism of the experiences 
delivered, we developed a prototype of an AR system that 
extended the functionalities of an existing game engine, 
the GREP system. The prototype was tested in an activity 
carried out in the auditorium of the University Carlos III 
of Madrid in which the audience interacted with the ele-
ments of an AR scene that implemented effects of occlusion, 
perspective, collision, lighting and shading. The audience 
seemed to genuinely enjoy the experience, and the virtual 
objects were successfully merged with the real ones. How-
ever, further evaluations would need to be carried out to 
gather more insight into the users’ opinions and to com-
pare the results with the ones obtained when using other 
AR techniques. Once the feasibility of the approach has 
been corroborated, the next step of our work is to develop 
an authoring tool to support non-expert users in the design 
and implementation of this type of experiences. The tool 
will be implemented as an extension of the GREP editors, 
expanding its current functionalities to support the model-
ling of environments, the definition of AR scenes and their 
enhancement with ambient effects. We believe that many 
different areas, such as education or cultural heritage, could 
greatly benefit if the experts in the field are empowered to 
design and implement realistic AR experiences by them-
selves. In addition, different solutions are currently being 
explored to allow using the proposed approach with a mobile 
camera, instead of one with a fixed position in the real world.
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